Skill assessment of a spectral ocean–atmosphere radiative model
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Abstract
Ocean phytoplankton, detrital material, and water absorb and scatter light spectrally. The Ocean–Atmosphere Spectral Irradiance Model (OASIM) is intended to provide surface irradiance over the oceans with sufficient spectral resolution to support ocean ecology, biogeochemistry, and heat exchange investigations, and of sufficient duration to support inter-annual and decadal investigations. OASIM total surface irradiance (integrated 200 nm to 4 μm) was compared to in situ data and three publicly available global data products at monthly 1-degree resolution. OASIM spectrally-integrated surface irradiance had root mean square (RMS) difference=20.1 W m⁻² (about 11%), bias=1.6 W m⁻² (about 0.8%), regression slope=1.01 and correlation coefficient=0.89, when compared to 2322 in situ observations. OASIM had the lowest bias of any of the global data products evaluated (ISCCP-FD, NCEP, and ISLSCP II), and the best slope (nearest to unity). It had the second best RMS, and the third best correlation coefficient. OASIM total surface irradiance compared well with ISCCP-FD (RMS=20.7 W m⁻²; bias=−11.4 W m⁻²; r=0.98) and ISLSCP II (RMS=25.2 W m⁻²; bias=−13.8 W m⁻²; r=0.97), but less well with NCEP (RMS=43.0 W m⁻²; bias=−22.6 W m⁻²; r=0.91). Comparisons of OASIM photosynthetically available radiation (PAR) with PAR derived from SeaWiFS showed low bias (−1.8 mol photons m⁻² d⁻¹, or about 5%), RMS (4.25 mol photons m⁻² d⁻¹, or about 12%), near unity slope (1.03) and high correlation coefficient (0.97). Coupled with previous estimates of clear sky spectral irradiance in OASIM (6.6% RMS at 1 nm resolution), these results suggest that OASIM provides reasonable estimates of surface broadband and spectral irradiance in the oceans, and can support studies on ocean ecosystems, carbon cycling, and heat exchange.

1. Introduction

When light enters the ocean from the atmosphere, it initiates a series of events that leads to the existence of nearly all marine life. The first event in this sequence is photosynthesis, where ocean phytoplankton absorb light and convert it to organic carbon. Light, or irradiance, entering the ocean is thus critical for marine photosynthesis, ecosystems, fisheries, and carbon dynamics. Additionally, the irradiance absorbed by the ocean plays a critical role in the temperature of the ocean, contributes to the vertical density structure and surface ocean photochemistry, and affects the exchange of heat with the atmosphere. Models and algorithms simulating these processes require realistic representations of irradiance entering the oceans. This begins with irradiance propagation through the atmosphere and into the ocean surface.

There are many radiative transfer models of the atmosphere (e.g., see recent comparison by Halthore et al., 2005), most of which are applicable over the oceans. These range spectrally from line-by-line models at 1-nm resolution (Yang et al., 1999) to broadband representations of about 100 μm (see Halthore et al., 2005). The high spectral resolution models come with a complexity unnecessary for most biological/physical/photochemical applications and with a prohibitive run-time cost. The broadband models contain insufficient spectral resolution necessary for many ocean biological applications.

There are also several publicly available global data products of surface irradiance. These include International Satellite Cloud Climatology Project (ISCCP-FD; Zhang et al.,
2004), National Center for Environmental Prediction (NCEP) Reanalysis (Kalnay et al., 1996), and International Satellite Land Surface-Climatology Project (ISLSCP II; Hall et al., 2005). These irradiance data products are integrated over the entire solar spectrum. Ocean phytoplankton do not absorb energy over the entire solar spectrum. Rather, they absorb predominantly in the visible wavelengths, and selectively at that. This is true also for seawater absorption and scattering as well as photochemical reactions such as those related to chromophoric dissolved organic matter (CDOM) (Fig. 1). Consequently, these broadband data products have limited usefulness for ocean ecosystem, carbon dynamics, and photochemistry research, as well as heat exchange and ocean general circulation.

Photosynthetically available radiation (PAR) is a subset of total solar irradiance (350–700 nm). A data product derived from the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) is also publicly available. This product is much more useful for ocean ecosystems studies (less so for heat exchange applications), but again phytoplankton absorb selectively even within the PAR spectral range.

It is also desirable that a model spans enough time to permit investigations of inter-annual and decadal variability. Thorough, quantitative assessment of the skill of such a model is required to promote its realism and usefulness for oceanic studies.

Here we present the Ocean–Atmosphere Spectral Irradiance Model (OASIM), which is intended to provide surface irradiance representations over the oceans with sufficient spectral resolution to support ocean ecology, biogeochemistry, and heat exchange investigations, and of sufficient duration to support inter-annual and decadal investigations. OASIM is tailored specifically for biological applications, with minimal complexity while achieving necessary resolution, at reasonable computational expense. It is used routinely in coupled physical–biological simulations of the global oceans (e.g., Gregg et al., 2003; Carr et al., 2006; Gregg and Casey, 2007) over multi-year and decadal time scales without excessive computational burden.

![Fig. 1.](https://example.com/fig1.png) Spectral absorption and scattering coefficients of common phytoplankton groups, CDOM, and water. Water absorption data are from Smith and Baker (1981) for 200–370 nm and 730–800 nm, Pope and Fry (1997) for 280–720 nm, Circio and Petty (1951) for 800 nm–1.5 µm, and Maul (1985) for 2.5–4 µm. Phytoplankton group-specific optical properties are derived from laboratory observations (Morel and Bricaud, 1981; Bricaud et al., 1983, 1988; Sathyendranath et al., 1987; Morel, 1988; Ahn et al., 1992).
OASIM follows the development by Bouvet et al. (2002) in that it extends the Gregg and Carder (1990) model to incorporate clouds, and derives atmospheric optical properties from satellite observations. However, OASIM uses an explicit spectral formulation for cloud radiative transfer, found by Bartlett et al. (1998) and Siegel et al. (1999) to be important. Additionally, OASIM extends the spectral domain (from 200 nm to 4 µm) to support studies on ocean heat exchange and the temporal domain (1979–2005) to support studies involving long-term changes and variability.

The primary advantage of OASIM over other models and data products for ocean biological and photochemical research is its spectral nature. However, data sets for skill assessment are quite limited in spatial, temporal, and spectral availability. As an intermediate step in the skill assessment of OASIM, we utilize data products and sets of broadband observations, which are distributed globally and over decades. While not satisfying the requirement of a complete assessment of OASIM, when coupled with previous limited spectral evaluations, this broadband evaluation can provide additional insight into the capability of this model for use in ocean biological, chemical, and physical applications.

2. Model

OASIM is based on the Gregg and Carder (1990) spectral model for clear skies, and Slingo (1989) for spectral cloud transmittance. The clear and cloudy sky models track two irradiance streams to the ocean surface: direct and diffuse (Fig. 2), which are defined mathematically by

\[
E_d(\lambda) = E_d(\lambda) \cos \theta \tau_{d,\lambda}(\lambda) \left[1 - \rho_{d,\lambda}(\lambda)\right]
\]

\[
E_s(\lambda) = E_s(\lambda) \cos \theta \tau_{s,\lambda}(\lambda) \left[1 - \rho_{s,\lambda}(\lambda)\right]
\]

where symbols and definitions are shown in Table 1. The subscript cl indicates cloudy skies, and clr indicates clear skies.

The terms containing the subscript clr in each of Eqs. (1) and (2) represents the clear sky irradiance impinging on the ocean surface, and the term with cl represents the cloudy sky irradiance. Both the clear and cloudy sky irradiances are transmitted across the ocean interface by the reflectance terms \(1 - \rho_{sr,\lambda}(\lambda)\).

The clear sky model of Gregg and Carder (1990) was derived from Bird and Riordan (1986), but was limited to the spectral range of PAR, defined here as 350–700 nm. It also contained high spectral resolution (1 nm). This model is extended for OASIM to the entire solar spectrum, 200 nm to 4 µm, representing >99% of the total solar irradiance impinging on the top of the atmosphere. To reduce the computational load for global applications, the spectral resolution is degraded from Gregg and Carder (1990) to a variable resolution appropriate for the spectral absorbing properties of the major atmospheric optically active gases, specifically ozone, water vapor, oxygen, and carbon dioxide (Table 2). The spectral resolution is fixed at 25 nm for the PAR range, which is the region of interest for phytoplankton photosynthesis. There are 33 bands in OASIM across the entire spectrum.

Extraterrestrial solar irradiance, Rayleigh optical thickness, and absorption coefficients for atmospheric gases are also shown for the OASIM spectral bands in Table 2. Extraterrestrial irradiance was taken from Thekaekara (1974) for the spectral range 200–330 nm, Neckel and Labs (1984) for 330 nm–1.25 µm, and Tanre et al. (1990) for 1.25–4 µm. Rayleigh optical thickness was from Bird and Riordan (1986), ozone absorption coefficients from Inoue and Tanaka (1953), and coefficients for the other gases from Tanre et al. (1990).

A modification to the Gregg and Carder (1990) clear sky model is the use of aerosol distributions and characteristics derived from global satellite observations. Previously aerosols were parameterized as a function of wind speed, relative humidity, and visibility. This characterization was only applicable for marine (sea salt) aerosols.

Aerosol information from the Moderate Resolution Imaging Spectroradiometer (MODIS), including aerosol \(\tau_d(\lambda), \alpha_d(\lambda),\) and \(\alpha(\lambda)\) (see Table 1 for definitions) are available at 7 wavelengths, 470, 550, 660, 870 nm, and 1.24, 1.64, and 2.13 µm (Remer et al., 2005). Between 470 nm and 2.13 µm, we use a cubic spline interpolation to convert to OASIM wavelengths. Shorter than 470 nm, we linearly extrapolate from the 470–550 nm wavelength pair. We extrapolate similarly for OASIM wavelengths > 2.13 µm, using the slope derived from the MODIS 1.64–2.13 µm pair. OASIM requires the forward scattering probability, which can be calculated from the MODIS asymmetry parameter using Bird and Riordan (1986):

\[
F_a = 1 - 0.5\exp\left((A + B\cos \theta)\cos \theta\right)
\]

\[
A = C(1.459 + C(0.1595 + C(0.4129)))
\]

\[
B = C(0.0783 + C(-0.3824 + C(0.5874)))
\]

\[
C = \ln(1 - \alpha)
\]

where wavelength-dependence has been dropped.

MODIS aerosol data are only available since Feb 2000. Prior to this date, we use aerosol optical thickness data from the Advanced Very High Resolution Radiometer (AVHRR) series (Stowe et al., 2002).

AVHRR \(\tau_d\) is available at only one wavelength, 630 nm. To obtain spectral \(\tau_d(\lambda)\) information from the AVHRR, we first
Table 1
Symbols, definitions and units for OASIM

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>Wavelength</td>
<td>nm</td>
</tr>
<tr>
<td>$\lambda_m$</td>
<td>Wavelength in meters (for calculating PAR)</td>
<td>m</td>
</tr>
<tr>
<td>$F_0$</td>
<td>Direct irradiance at the surface</td>
<td>W m$^{-2}$ (variable spectral width)</td>
</tr>
<tr>
<td>$E_0$</td>
<td>Diffuse irradiance at the surface</td>
<td>W m$^{-2}$ (variable spectral width)</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Cloud cover</td>
<td>Percent</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>Solar zenith angle</td>
<td>Degrees</td>
</tr>
<tr>
<td>$T_d$</td>
<td>Direct transmittance accounting for Rayleigh scattering and aerosol scattering and absorption</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>$T_r$</td>
<td>Diffuse transmittance accounting for Rayleigh scattering and aerosol scattering and absorption</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>$\rho_\alpha$</td>
<td>Direct surface reflectance</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\rho_f$</td>
<td>Diffuse surface reflectance</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\tau_a$</td>
<td>Aerosol optical thickness</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\alpha_\alpha$</td>
<td>Aerosol single scattering albedo</td>
<td>dimensionless</td>
</tr>
<tr>
<td>$\alpha_k$</td>
<td>Aerosol asymmetry parameter</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>$E_a$</td>
<td>Aerosol forward scattering probability</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>$E_c$</td>
<td>Normalization factor for aerosol data sets</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>$\tau_c$</td>
<td>Cloud optical thickness</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>LWP</td>
<td>Cloud liquid water path</td>
<td>g m$^{-2}$</td>
</tr>
<tr>
<td>$r_e$</td>
<td>Cloud droplet effective radius</td>
<td>$\mu$m</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Cloud coefficient for the Delta–Eddington approximation</td>
<td>m$^{-2}$ s$^{-1}$</td>
</tr>
<tr>
<td>$\epsilon_a$</td>
<td>Normalization factor for the Delta–Eddington approximation</td>
<td>m$^{-2}$ g$^{-1}$</td>
</tr>
<tr>
<td>$\tau_{co2}$</td>
<td>Carbon dioxide absorption coefficient</td>
<td>cm$^{-1}$</td>
</tr>
<tr>
<td>$\tau_{o2}$</td>
<td>Oxygen absorption coefficient</td>
<td>cm$^{-1}$</td>
</tr>
<tr>
<td>$\tau_{oz}$</td>
<td>Ozone absorption coefficient</td>
<td>cm$^{-1}$</td>
</tr>
<tr>
<td>$h$</td>
<td>Planck’s constant</td>
<td>J s</td>
</tr>
<tr>
<td>$c$</td>
<td>Speed of light</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$N_A$</td>
<td>Avogadro’s number</td>
<td>mol$^{-1}$</td>
</tr>
<tr>
<td>PAR</td>
<td>Photosynthetically available</td>
<td>mol photons m$^{-2}$ d$^{-1}$</td>
</tr>
</tbody>
</table>

derived from AVHRR was observed to have a bias of $-0.025$ relative to that derived from MODIS, so we adjust AVHRR $\tau_a$ (630) by this amount to remove the bias.

Under cloudy skies, OASIM utilizes the cloudy sky model of Slingo (1989). This model computes irradiance transmittance through clouds spectrally using a Delta–Eddington approximation of the two-stream approach. In our implementation of the Slingo (1989) model, gaseous absorption by ozone, oxygen, carbon dioxide, and water vapor occurs before cloud transmittance, and Rayleigh and aerosol effects are ignored in the presence of clouds. The Slingo model requires 4 cloud properties: cloud cover, cloud liquid water path (ice clouds are ignored in OASIM), cloud optical thickness, and cloud droplet effective radius (symbols and definitions are shown in Table 1). Any one of the latter three can be determined from the other two, using

$$\tau_c = \text{LWP}[a(\lambda) + b(\lambda)/r_e] \quad (9)$$

(Slingo, 1989). LWP is from ISCCP (Ros sow et al., 1996), $r_e$ is produced by MODIS. Unfortunately, initial analyses showed very poor results using MODIS $r_e$ in our model. Kiehl et al. (1998) suggested the mean ocean $r_e$ is 10 $\mu$m, while Han et al. (1994) suggested a value of 11.8 $\mu$m. We use the mean of these

\[ e_\alpha(\lambda) = \frac{e_{ac}(\lambda)}{e_{ac}(625)} \quad (7) \]

where $e_{ac}$ is a monthly climatology. Then

\[ \tau_{ac}(\lambda) = e_\alpha(\lambda)\tau_{ac} \quad (8) \]

where $\tau_{ac}$ is the AVHRR aerosol optical thickness, which is assumed equal to OASIM at 625 nm. We use MODIS climatologies for spectral $\alpha$ and $\alpha$ before Feb 2000. Where neither AVHRR nor MODIS aerosol data are available, we default to the marine aerosol characterization of Gregg and C arder (1990).

Annual trends of OASIM $\tau_a(625)$ for the period 1984–2005 showed a discontinuity in year 2000, corresponding with the change from AVHRR to MODIS $\tau_a$. Global OASIM $\tau_a(625)$

Table 2
Atmospheric optical data for OASIM

<table>
<thead>
<tr>
<th>$\lambda$ (nm)</th>
<th>$F_0$</th>
<th>$\tau_\alpha$</th>
<th>$\alpha_{co2}$</th>
<th>$\alpha_{o2}$</th>
<th>$\alpha_{oz}$</th>
<th>$e_\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>16.5280</td>
<td>2.8229</td>
<td>80.8836</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>325</td>
<td>41.0035</td>
<td>0.8742</td>
<td>0.3584</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>350</td>
<td>12.7915</td>
<td>0.3925</td>
<td>0.0016</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>375</td>
<td>27.1180</td>
<td>0.4768</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>400</td>
<td>35.1935</td>
<td>0.3643</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>425</td>
<td>42.1795</td>
<td>0.2833</td>
<td>0.0008</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>450</td>
<td>49.1940</td>
<td>0.2238</td>
<td>0.0040</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>475</td>
<td>49.7700</td>
<td>0.1791</td>
<td>0.0121</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>500</td>
<td>48.3945</td>
<td>0.1451</td>
<td>0.0279</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>525</td>
<td>46.4935</td>
<td>0.1189</td>
<td>0.0529</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>550</td>
<td>46.5160</td>
<td>0.0983</td>
<td>0.0832</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>575</td>
<td>46.1380</td>
<td>0.0820</td>
<td>0.1140</td>
<td>0.0148</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>600</td>
<td>44.1230</td>
<td>0.0690</td>
<td>0.1176</td>
<td>0.0851</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>625</td>
<td>42.0468</td>
<td>0.0584</td>
<td>0.0967</td>
<td>0.0016</td>
<td>0.0058</td>
<td>0.0000</td>
</tr>
<tr>
<td>650</td>
<td>39.5245</td>
<td>0.0498</td>
<td>0.0643</td>
<td>0.0048</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>675</td>
<td>37.8730</td>
<td>0.0427</td>
<td>0.0416</td>
<td>0.0009</td>
<td>0.2333</td>
<td>0.0000</td>
</tr>
<tr>
<td>700</td>
<td>36.7465</td>
<td>0.0382</td>
<td>0.0261</td>
<td>0.0104</td>
<td>0.1299</td>
<td>0.0000</td>
</tr>
<tr>
<td>725</td>
<td>35.1935</td>
<td>0.0319</td>
<td>0.0132</td>
<td>0.1462</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>750</td>
<td>33.6300</td>
<td>0.0262</td>
<td>0.0072</td>
<td>0.0568</td>
<td>0.1299</td>
<td>0.0000</td>
</tr>
<tr>
<td>775</td>
<td>32.1975</td>
<td>0.0213</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>800</td>
<td>30.8370</td>
<td>0.0164</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>850</td>
<td>29.5770</td>
<td>0.0115</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>900</td>
<td>28.4070</td>
<td>0.0066</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>950</td>
<td>27.3170</td>
<td>0.0017</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>1000</td>
<td>26.3070</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

$\lambda$ is wavelength (nm), $F_0$ is extraterrestrial irradiance (W m$^{-2}$), $\tau_\alpha$ is Rayleigh optical thickness (dimensionless), $\alpha_{co2}$ is ozone absorption coefficient (cm$^{-1}$), $\alpha_{o2}$ is water vapor absorption coefficient (cm$^{-1}$), $\alpha_{oz}$ is carbon dioxide absorption coefficient (cm$^{-1}$). A data file is available online at http://gmao.gsfc.nasa.gov/research/oceanbiology/index.php.
two estimates to normalize MODIS $r_e$ data. OASIM $r_e$ is derived from the MODIS $r_e$ values multiplied by a factor $\varepsilon_c$

$$r_e = \varepsilon_c r_e$$

(10)

$$\varepsilon_c = \frac{[(10.0 + 11.8)/2]}{r_e}$$

(11)

where 10.0 and 11.8 represent the estimated ocean $r_e$ values (in $\mu$m) from Kiehl et al. (1998) and Han et al. (1994), respectively. $r_e$ is simply the mean of all MODIS-derived $r_e$ values over the entire OASIM domain for a month. Climatological $r_e$ is used for the time periods preceding MODIS $r_e$ availability.

The spectral and directional effects of clouds are depicted in Fig. 3. Clouds change the amount of irradiance reaching the ocean surface (here about half the clear sky total), and also the directional quality. Most of the irradiance under cloudy skies is diffuse, and there is very little direct reaching the surface. This is in contrast to the clear sky case, where most surface irradiance is direct. There are spectral effects as well, which are difficult to see in Fig. 3: clouds shift irradiance toward the shorter wavelengths by about 20% in this case, at the expense of the longer visible wavelengths (650–700 nm), which are reduced by 9% relative to clear skies.

For both the clear and cloudy sky models, transmittance across the ocean interface employs spectral surface reflectance in the presence of sea foam based on observations by Frouin et al. (1996), and confirmed by Moore et al. (1998). This modification accounts for the fact that some of the reflectance by sea foam is due to bubbles located slightly below the surface. This produces some absorption by sea water before reflecting the light out of the water. Since longer wavelengths are much more strongly absorbing than shorter ones, the net effect is reduction of foam reflectance at longer wavelengths. This treatment is described in the Appendix.

Atmospheric data sets are also required (Table 3). These include cloud properties (cloud cover and liquid water path), as well as surface pressure (for Rayleigh scattering and gaseous absorption by oxygen and carbon dioxide), wind speeds (for foam reflectance and default aerosol characterization), relative humidity (for default aerosol characterization), precipitable water (absorption by water vapor), and ozone (gaseous absorption). Cloud cover and LWP are from ISCCP monthly mean data made available by the NASA/Goddard Institute for Space Studies (Rossow et al., 1996). Surface pressure, wind speeds, relative humidity, precipitable water are from NCEP Reanalysis (Kalnay et al., 1996). Ozone is from the multi-decadal record beginning in 1978 of several Total Ozone Mapping Spectrometer (TOMS) sensors. Aerosol optical thickness is taken from the Advanced Very High Resolution Radiometer (AVHRR) from 1981 to Feb 2000. Aerosol optical thickness data from MODIS (Remer et al., 2005) is used beginning in Mar 2000, from Terra until July 2002, when Aqua was launched, then Terra combined with Aqua thereafter). For single scattering albedo and asymmetry parameter, we also use data from MODIS. Climatologies are used when monthly data were not available.

In principle, OASIM has no space or time resolution limitations. In practice, OASIM is limited by the space/time resolutions available in the required forcing data sets (Table 3). For Earth-mapped data products, the spatial resolution ranges from about 1° (MODIS aerosol and cloud data) to 2.5° (NCEP and ISCCP data). Temporally, the resolutions span the range of 3 h (ISCCP clouds) to monthly (MODIS clouds and aerosols). Finer spatial and temporal resolutions for many of the data sets are available but require substantial computer storage and post-processing. Our standard configuration for OASIM is 1°, and data sets with lower resolution are interpolated to this resolution. We routinely execute OASIM at two-hour intervals throughout the day to capture diurnal variability. In this case the solar zenith angle varies over a field of constant daily atmospheric optical constituents, and is averaged to produce mean

---

**Fig. 3** Spectral surface irradiance just below the sea surface (after spectral surface reflectance) for clear skies and cloudy skies. The cloudy sky simulation represents the effects of 80 g m$^{-2}$ liquid water path, which produces about half the total surface solar irradiance as the clear sky model for the same solar zenith angle and atmospheric optical properties.
monthly values at each 2-hour increment. This standard configuration produces surface spectral irradiance at monthly mean 2-hour intervals just below the sea surface, accounting for surface reflectance. Software is available for public use (see Software and Data Availability section at the end of the paper).

3. Data and skill assessment methods

In situ data sets and publicly available global data products of total surface irradiance and PAR are used to assess the skill of OASIM. All of these comparisons are broadband comparisons, because there is very little data on spectral surface irradiance. We obtained >2000 observations of monthly total surface irradiance from 16 sources (Table 4), distributed globally (Fig. 4). Most of the data sets reported monthly surface irradiance, but a few reported hourly or even finer time scales. In the hourly and finer cases, the reports were required to be continuous over the days and months to be included in our assessment. However, we consider a minor number of missing days to be acceptable, as long as the reports were continuous throughout the day. The data sets are averaged over the month to produce monthly means. The global data products for total irradiance are ISCCP-FD (July 1983–December 2004), NCEP (1984–2004), and ISLSCP II (1986–1995), which are all derived from models. ISCCP and NCEP are 2.5-degree monthly resolution, and ISLSCP II is 1-degree monthly. Comparisons of these global data products (as well as OASIM) with in situ data sets necessarily includes a mis-match in spatial scales. This likely contributes to uncertainty in the comparisons, but is the best representation of the data products at their configured resolutions.

For skill assessment, OASIM is re-configured to produce above-water irradiance, i.e., transmittance through the ocean surface interface (the \(1 - r_{om}^2(\lambda)\) terms in Eqs. (1) and (2)) is ignored to conform with the available data products. OASIM spectral irradiance is integrated over the entire solar spectrum (200 nm to 4 \(\mu m\) for total irradiance) and over the direct and diffuse components to produce total surface irradiance, \(E_T\)

\[
E_T = \frac{1}{h c N A} \int_{200nm}^{4\mu m} \left[ E_d(\lambda) + E_s(\lambda) \right] d\lambda
\]  

(12)

at each of the 2-hour increments in the standard configuration. These 2-hour increments are averaged over the month and then divided by 12 to produce monthly mean total surface irradiance. Again this produces conformity with the in situ and data products for a meaningful comparison.

SeaWiFS PAR from Sep 1997 to Dec 2004 is used to assess the skill of OASIM over the PAR spectral region. This is a widely used data product derived from the radiances of SeaWiFS, which has shown good agreement with limited in situ data sets (Frouin et al., 2003). PAR is formally defined as

\[
\text{PAR} = \int_{0}^{24} \int_{350nm}^{700nm} \lambda E_d(\lambda) + E_s(\lambda) d\lambda dt
\]  

(13)

Eq. (13) strictly applies for OASIM. For SeaWiFS PAR, the spectral integral is from 400–700 nm.

Skill assessment consists of statistical measures of bias, root-mean square (RMS) difference, correlation, and linear regression analysis, specifically slope and intercept of a best-fit regression line. All of the procedures are defined in Stow et al. (2009-this issue), except slope and intercept, which are described in many texts (e.g., Zar, 1974). The RMS is used here as a measure of the total error, i.e., bias and uncertainty (or dispersion) of the model-data comparison. The bias represents the mean departure of the model from the observations. The correlation coefficient shows the ability of the model to represent the spatial and temporal variability shown in the observations. The slope and intercept are important because they show how the model-data errors are distributed across the range of irradiances encountered. For example, a non-unity slope of the best-fit regression line may indicate problems at
high or low irradiances, which can be associated with cloudy or clear skies. Together with the other statistical metrics, they provide useful information on the distribution of the errors over the range. Additionally we provide two-dimensional image representations of OASIM and model data products, along with difference fields.

4. Results and discussion

4.1. Total surface irradiance

OASIM total surface irradiance compared with 2322 in situ observations yielded RMS=20.1 W m$^{-2}$, bias=1.6 W m$^{-2}$, with regression slope=1.01 and correlation coefficient=0.89 (Fig. 5). These statistics suggest good correspondence with observations. The low bias and near unity regression slope are particularly noteworthy. Considering a global annual mean of 188.0 W m$^{-2}$, the RMS represents a total error of about 11%, or around 20.1 W m$^{-2}$. OASIM had the lowest bias of any of the other data products evaluated (ISCCP-FD, NCEP and ISLSCP II; Fig. 5), and the best slope (nearest to unity). OASIM had the lowest bias of any of the other data products evaluated (ISCCP-FD, NCEP and ISLSCP II; Fig. 5), and the best slope (nearest to unity). OASIM had the lowest bias of any of the other data products evaluated (ISCCP-FD, NCEP and ISLSCP II; Fig. 5), and the best slope (nearest to unity). OASIM had the lowest bias of any of the other data products evaluated (ISCCP-FD, NCEP and ISLSCP II; Fig. 5), and the best slope (nearest to unity). OASIM had the lowest bias of any of the other data products evaluated (ISCCP-FD, NCEP and ISLSCP II; Fig. 5), and the best slope (nearest to unity). OASIM had the lowest bias of any of the other data products evaluated (ISCCP-FD, NCEP and ISLSCP II; Fig. 5), and the best slope (nearest to unity). OASIM had the lowest bias of any of the other data products evaluated (ISCCP-FD, NCEP and ISLSCP II; Fig. 5), and the best slope (nearest to unity).
slope (0.6). It had low bias, however (7.5 W m\(^{-2}\), or about 4%). This illustrates the importance of slope in skill assessment. NCEP’s low bias was the result of compensating errors at the low and high end of the irradiance range. The low slope clearly shows why the low bias is misleading in this case. ISLSCP II had the highest correlation coefficient, but also the highest bias (17.7 W m\(^{-2}\)). Scatterplots of each of the data sets against in situ observations (Fig. 6) reinforced the statistics.

Note that ISLSCP II had far fewer matchups with observations than OASIM, ISCCP-FD, and NCEP because of the shorter duration of the data product.

The low bias of OASIM has important implications for ocean biological models and primary production algorithms because it suggests a more globally representative estimate of downwelling surface irradiance, potentially leading to improved estimates of large-scale biological variables and

![Fig. 4. Distribution of in situ observations of total surface irradiance.](image)

![Fig. 5. Statistics on the comparison between OASIM, ISCCP, NCEP, and ISLSCP II and in situ total surface irradiance observations. Note that correlation coefficient r and slope are multiplied by 10. The number of comparisons with in situ data are shown in the legend. The first 2 metrics, RMS and bias, are best if closer to 0, the last two, r and slope, are best if closer to 1 (or 10 in this plot according to the scaling factor used).](image)
Fig. 6. Scatterplots of the relationships between global data products and in situ total irradiances.

Fig. 7. Scatterplots of the relationships between OASIM and in situ total irradiances for northern oceanographic basins, including statistics.
fluxes. The near unity slope indicates that OASIM matches surface irradiance across the entire range of irradiances, from 20 to nearly 350 W m\(^{-2}\). Although the total error as represented by RMS was not as good as ISCCP FD (the best of the global data products), it differed by only 1.1 W m\(^{-2}\).

A regional comparison of OASIM with surface data sets is difficult because the in situ data are not distributed in all of the major ocean basins, and only sparsely in some. However, it can provide some indication of its performance. The equatorial basins were the most heavily sampled, and here OASIM compared favorably with data (Figs. 7 and 8). Similar encouraging statistics were observed in the remainder of basins sampled, except the North Atlantic. Although caution is needed in interpreting the statistics here because there were only 9 observations, a clear low bias was apparent in OASIM. There were only 2 observations in the North Pacific, so the statistics should be considered with even more caution (correlation coefficient is completely meaningless). However, the 2 observations indicated that the poor results in the North Atlantic were not replicated here.

When compared directly with the global data products, OASIM total surface irradiance tracked well with ISCCP-FD (RMS=20.7 W m\(^{-2}\); bias=-11.4 W m\(^{-2}\); r=0.98) and also ISLSCP II (RMS=25.2 W m\(^{-2}\); bias=-13.8 W m\(^{-2}\); r=0.97), but less well with NCEP (RMS=43.0 W m\(^{-2}\); bias=-22.6 W m\(^{-2}\); r=0.91) (Table 5). Note that OASIM bias was always negative, indicating that OASIM provided the lowest estimates of total surface irradiance. The near unity slope of OASIM vs. the other data products was apparent, but there was considerable uncertainty (RMS) in the comparison with NCEP. Considering that ISCCP-FD, ISLSCP II, and OASIM all use ISCCP cloud data (although ISCCP and ISLSCP II use cloud optical thickness while OASIM uses cloud liquid water path), the agreement among these three data products is not surprising.

Global distributions of the total surface downwelling irradiance and difference fields illustrated the similarities and differences between OASIM and the global data products for March 1990 (Fig. 9), a typical month. The spatial structure was very similar between OASIM and ISCCP and OASIM and ISLSCP II. However, OASIM estimated lower irradiance where irradiance was moderate-to-low, and higher where irradiances were high. The spatial structure of OASIM was in

![Fig. 8. Scatterplots of OASIM and in situ total irradiances for equatorial and southern oceanographic basins.](image)

### Table 5

<table>
<thead>
<tr>
<th></th>
<th>ISCCP-FD</th>
<th>NCEP</th>
<th>ISLSCP-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope</td>
<td>1.02</td>
<td>1.03</td>
<td>1.02</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>0.980</td>
<td>0.907</td>
<td>0.969</td>
</tr>
<tr>
<td>RMS</td>
<td>20.67</td>
<td>42.99</td>
<td>25.15</td>
</tr>
<tr>
<td>Bias</td>
<td>-11.41</td>
<td>-22.64</td>
<td>-13.82</td>
</tr>
<tr>
<td>N</td>
<td>8.6×10^6</td>
<td>8.6×10^6</td>
<td>4.0×10^6</td>
</tr>
</tbody>
</table>

RMS and bias are in units of W m\(^{-2}\).
Fig. 9. Global distributions of estimated total surface downwelling irradiance for OASIM, ISCCP, NCEP, and ISLSCP II for March 1990. Difference fields (OASIM−global data set) are shown.
very broad agreement with NCEP (as reflected in the correlation coefficient), but there were many differences in magnitude and fine structure (as reflected in the RMS and bias).

4.2. PAR

Comparison of OASIM PAR with SeaWiFS PAR showed excellent correspondence (Fig. 10). Low bias (−1.8 mol photons m⁻² d⁻¹, or about 5% on a background of 36 mol photons m⁻² d⁻¹ for an annual mean), RMS (4.25 mol photons m⁻² d⁻¹, or about 12%), near unity slope (1.03) and high correlation coefficient (0.973) characterized the statistical comparison. There was considerable scatter in the relationship among a small number of coincident values at the low end of the PAR range, while most of the uncertainty resided toward the middle of the range. Global distributions of PAR (Fig. 11) and the difference fields showed overall agreement, but also regions of divergence. OASIM tended to be higher than SeaWiFS in regions of high PAR. OASIM produced lower estimates in the tropics and the eastern Pacific.

The SeaWiFS PAR product was previously compared to observations at two stations, Halibut Banks off British Columbia, Canada, and the tropical Pacific (Frouin et al., 2003). Overall, the results were quite good for monthly means (RMS=3.3 mol photons m⁻² d⁻¹; bias=2.2 mol photons m⁻² d⁻¹, r=0.989; Frouin et al., 2003). One of the most important drawbacks in the SeaWiFS PAR product is the lack of diurnal variability in clouds, due to the use of a single sensor in a near-noon orbit. The lower correlation coefficient in the Equatorial Pacific (0.820) compared to Halibut Banks (0.997) suggests that SeaWiFS PAR may miss afternoon clouds. OASIM uses monthly mean ISCCP clouds, which are derived from 3-hourly observations in mid-latitudes, and therefore captures diurnal variability in cloud formation. This probably explains the lower estimates of PAR in the tropics retrieved by OASIM, which is likely more representative.

5. Summary

OASIM total surface irradiance exhibited considerable skill in a comparison with an extensive collection of in situ data as well as global data products from ISCCP-FD, NCEP, and ISLSCP II. It also compared favorably with satellite data products of PAR. These results can be combined with low RMS derived from a validation of the visible spectral clear sky portion of OASIM in a previous study (Gregg and Carder, 1990), which compared within +6.6% RMS with surface observations of spectral irradiance (at 1 nm resolution) and +5.1% RMS with integrated spectral irradiance over the PAR region. Summarizing, the skill assessment of OASIM to date includes global monthly mean total surface irradiance, global monthly spectrally integrated clear sky PAR (spectral range 350–700 nm), and instantaneous spectral visible clear sky surface irradiance (spectral range 350–700 nm). While these results encompass much of the possible skill assessment of OASIM, they are not complete. Unvalidated aspects of OASIM include 200–350 nm and 700 nm to 4 μm under clear skies, and the entire spectral range under cloudy skies. Nevertheless, the fact that OASIM compares favorably with broadband and spectral surface irradiance estimates is encouraging.

6. Software and data product availability

Data products of spectral downwelling irradiance just below the sea surface are available for the period 1979–2005 at http://gmao.gsfc.nasa.gov/research/oceanbiology. The data products are 1° spatial resolution and include direct and diffuse components, each with the 33-band spectral resolution shown in Table 2. The data are also
corrected for transmittance through the ocean interface. Software (Fortran code) for applying OASIM for higher spatial/temporal resolution problems is also available at the same location, but is unsupported.
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Appendix A

A.1. Calculation of transmittance terms

The transmittance terms in Eqs.(1) and (2) represent absorption by atmospheric gases, $T_g(\lambda)$ and direct and diffuse
transmittance due to molecules (Rayleigh scattering), aerosols, and clouds. $T_g(\lambda)$ is common to both the clear and cloudy sky models

$$T_g(\lambda) = T_{d\lambda}(\lambda)T_{oc}(\lambda)T_{wv}(\lambda)$$

(A1)

where $T_{d\lambda}$ is the transmittance due to ozone absorption, $T_{oc}$ is due to oxygen and carbon dioxide absorption, and $T_{wv}$ is due to water vapor (precipitable water) absorption. The transmittance expression for the different atmospheric gases is described in both Bird and Riordan (1986) and Gregg and Carder (1990) and is not defined further here.

### A.1.1. Clear sky

Clear sky transmittance arises from the scattering effects of molecules and the scattering and absorbing properties of aerosols

$$T_{d\lambda}(\lambda) = T_r(\lambda)T_a(\lambda)$$

where $T_r$ is the transmittance due to Rayleigh scattering and $T_a$ is due to aerosol scattering and absorption

$$T_r(\lambda) = \exp[-\tau_r(\lambda)M'(\theta)]$$

$$T_a(\lambda) = \exp[-\tau_a(\lambda)M(\theta)]$$

(A3)

(A4)

where $\tau_r$ and $\tau_a$ are the Rayleigh and aerosol optical thicknesses, respectively, $M(\theta)$ is the atmospheric path length (see Gregg and Carder, 1990)

$$M(\theta) = 1/\left[\cos\theta 0.15(93.88\sin\theta)^{-1.253}\right]$$

and $M'(\theta)$ is the pressure-corrected atmospheric path length

$$M'(\theta) = M(\theta)P/P_0$$

where $P$ is the atmospheric pressure and $P_0$ is standard pressure.

The diffuse transmittance is

$$T_{d\lambda}(\lambda) = T_{as}(\lambda)0.5\left(1-T_{r}(\lambda)^{0.95}\right)$$

$$+ T_r(\lambda)^{1.5}T_{as}(\lambda)F_d(\lambda)[1-T_{as}(\lambda)]$$

(A7)

where $T_{as}$ represents the transmittance after aerosol absorption only (not scattering)

$$T_{as}(\lambda) = \exp\{[-1-\alpha_{as}(\lambda)]\tau_a(\lambda)M(\theta)]\}$$

and $T_{as}$ represents transmittance due to aerosol scattering only

$$T_{as}(\lambda) = \exp\{[-\alpha_{as}(\lambda)]\tau_a(\lambda)M(\theta)]\}$$

(A8)

(A9)

$\tau_a$, $\alpha_{as}$ are taken from satellite data as described in Section 3, and $F_d$ is derived from the satellite-derived asymmetry parameter as described in Eqs. (3)–(6).

### A.1.2. Cloudy sky

Rayleigh scattering, and aerosol scattering and absorption are ignored in the cloudy sky model. The cloudy direct and diffuse components, $T_{d\lambda(d)}(\lambda)$ and $T_{d\lambda(d)}(\lambda)$ are taken from Slingo’s (1989) Delta–Eddington approximation. The formulation is described in detail in Slingo (1989) and is not repeated here.

### A.2. Calculation of surface reflectance including foam

Frouin et al. (1996) found spectral dependence of foam reflectance, which they attributed to the physical nature of foam: it is composed of air bubbles above the surface separated by a thin layer of water, but also air bubbles submerged just beneath the water. Thus water transmittance plays a role in foam reflectance. Considering these observations by Frouin et al. (1996), foam reflectance is treated as

$$F(\lambda) = a_0 + a_1\ln[T_w(\lambda)] + a_2\ln[T_w(\lambda)]^2$$

$$+ a_3\ln[T_w(\lambda)]^3; \lambda < 900\text{nm}$$

(A10)

where $F$ is a factor to adjust foam reflectance for spectral dependence, $\lambda$ is wavelength in nm, $T_w$ is the transmittance of water

$$T_w(\lambda) = \exp\{[-a_{w}(\lambda) + 0.5b_{w}(\lambda)]\}$$

(A11)
where $a_\lambda$ and $b_\lambda$ are the spectral absorption and scattering coefficients of seawater, respectively. The 0.5 factor for $b_\lambda$ represents the backscattered portion. In Eq. (A10), $a_\lambda$, $a_2$, and $a_3$ are empirical coefficients to produce a best fit to the published data of Frouin et al. (1996), and are 0.9976, 0.2194, 0.0554, and 0.0067, respectively.

At and above 900 nm, $a_\lambda$ is nearly completely absorbing, and a new parameterization is used

$$F(\lambda) = b_0 + b_1 \lambda + b_2 \lambda^2 + b_3 \lambda^3 \quad \lambda > 900\text{nm}$$  \hspace{1cm} (A12)

where $b_0$, $b_1$, $b_2$, and $b_3$ are defined similarly to their counterparts in Eq. (A10), and are $5.026$, $-0.0114$, $9.552 \times 10^{-6}$, and $-2.698 \times 10^{-5}$, respectively.

Foam reflectance $\rho_f$ now includes spectral dependence through

$$\rho_f(\lambda, \omega) = \rho_b(\lambda) F(\lambda)$$  \hspace{1cm} (A13)

where $\omega$ is the wind speed ($\text{m s}^{-1}$) and $F(\lambda)$ is defined as in Gregg and Carder (1990). Surface reflectance is the sum of the specular and foam contributions

$$\rho_s(\lambda, \omega) = \rho_{ssp}(\lambda) + \rho_f(\lambda, \omega)$$  \hspace{1cm} (A14)

$$\rho_f(\lambda, \omega) = \rho_{fsp}(\lambda) + \rho_f(\lambda, \omega)$$  \hspace{1cm} (A15)

where $\rho_s$ and $\rho_f$ represent the direct and diffuse surface reflectance components, and the subscript $sp$ represents specular reflectance (Gregg and Carder, 1990). The relationship between wind speed and foam reflectance is shown for some representative conditions in Fig. A.1.
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