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Abstract 

 

An essential condition for a realistic Observing System Simulation Experiment (OSSE) is that the 

simulated observations provide a response similar to that of real observations within an 

atmospheric data assimilation system (ADAS). However, the simulation of some observations is 

complicated, going well beyond simply sampling a nature run at observation locations determined 

from real data. Atmospheric motion vectors (AMVs) are particularly complicated to simulate, 

given that their positions are determined from the location of tracers – cloud or water vapor 

features – that are, most likely, not instantaneously consistent between the underlying nature run 

and reality.  

To address this issue, an algorithm for estimating the spatial distribution of atmospheric motion 

vectors (AMVs) was developed by the National Aeronautics and Space Administration (NASA) 

Global Modeling & Assimilation Office (GMAO). This algorithm is specifically for use in OSSEs 

with the final goal of estimating the impact of AMVs from new observing systems in the current 

Earth Observing System.  

This report describes the algorithm used to determine the high-probability spatial locations where 

AMVs may exist based on where tracers exist within a nature run. First, the algorithm’s ability to 

yield realistic observation counts and spatial distributions was assessed by using it to estimate 

AMV locations obtained by an existing instrument. This assessment showed that the AMV 

algorithm can successfully estimate realistic AMV locations for later use in OSSEs. Next, the 

AMV algorithm was used to synthesize AMV locations envisioned to be provided by MISTiC™ 

Winds, an Earth observing system concept. The report concludes by testing the MISTiC™ Winds 

Earth observing system concept as an example case. 
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1 - Introduction 

 

Atmospheric motion vectors (AMVs) are estimates of wind speed and direction obtained from the 

tracking of atmospheric features such as clouds and local water vapor anomalies. Traditionally, 

AMVs are derived using geostationary (GEO) and low-Earth orbit (LEO) satellite imagery given 

temporal and spatial resolution considerations. Satellite imagery provides AMVs at high spatial 

and temporal coverage for practically all atmospheric levels below the tropopause. AMVs 

constitute a crucial source of tropospheric wind information for numerical weather prediction 

(NWP) models, particularly over oceans and high latitudes, where conventional wind 

measurements are scarce (Forsythe, 2007). These data have been shown to have a positive impact 

on the performance of NWP model forecasts (Forsythe, 2007; Goerss et al., 1998; Soden et al., 

2001). 

AMVs are computed from satellite imagery taken from the operational network of GEO and LEO 

polar-orbiting satellites. Due to the differences in spatial and temporal coverage of these two 

classes of satellites, there is currently a latitudinal gap in coverage between 55° to 70° N and 55° 

to 70° S latitudinal bands (Lazzara et al., 2013) between the GEO data (low latitudes, between 

50ºN and 50ºS) and LEO data (high latitudes, poleward of 70ºN and 70ºS). One proposed solution 

to cover this latitudinal gap has been to deploy new satellite constellations, which would orbit in 

formation, providing measurements with sufficient local temporal information to derive winds 

over the entire globe (e.g., Lazzara et al., 2013).  

OSSEs (Observing System Simulation Experiments; Errico et al., 2013; Hoffman and Atlas, 2016) 

are a useful part of the planning and development stages of any new instrument to be added to the 

existing observation network, as they can estimate the potential added value of new observations 

to the present Earth observing system by quantifying their expected impact within an atmospheric 

data assimilation system (ADAS). An OSSE simulates observations made by instruments on 

planned, proposed, or hypothetical observing platforms before the envisioned observing systems 

are built or deployed. An atmospheric OSSE is a numerical experiment conducted with an ADAS, 

consisting of a data assimilation algorithm and an atmospheric NWP model.  

The simulated observations that constrain the ADAS within an OSSE are expected to represent 

those obtained from the real global observing system. These “observations” are simulated using a 

free-running atmosphere simulation called a Nature Run (NR, Errico et al., 2013). Unlike NWP 

forecasts of the real atmosphere, where the forecast and analysis errors cannot be easily and 

reliably quantified because the true state of the atmosphere is unknown, the underlying true 

atmospheric state within an OSSE framework is known perfectly, as it is the NR itself. Thus, all 

errors and metrics pertaining to the forecasts and analyses can be explicitly calculated and 

quantified. This renders an OSSE as a rigorous, cost-effective, and powerful tool to estimate 

potential improvements in weather forecasting skills when a new instrument or meteorological 

data source is sought to be added to the current Earth observing system (Errico et al., 2013). 

Furthermore, OSSEs can provide the basis for testing and evaluating alternate configurations and 

deployment strategies, for optimizing observing strategies, and for preparing the ADAS for the 

utilization of new types of data (McCarty et al., 2010; 2017 and 2018). For the specific case of 

expensive and technically challenging remote sensing systems, an OSSE can be a cost-effective 

tool in mission planning.  
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In a properly designed OSSE, the envisioned observations are realistically simulated in terms of 

their observation counts, spatio-temporal distributions, and errors. For the specific case of 

generating simulated AMV observations, an algorithm has been developed by the Global 

Modeling and Assimilation Office (GMAO) at NASA Goddard Space Flight Center to identify 

locations where there is a high probability of successful AMV retrieval based on the NR fields 

relevant to AMV tracers – e.g. cloud and water vapor fields. These probabilities can then be tested 

and used to obtain the locations from which the NR wind fields can be sampled to simulate AMV 

observations with realistic spatial and temporal distributions. This algorithm consists of a tunable 

and flexible code able to generate AMV distributions specific to different input sampling strategies 

– strategies that reflect, for example different satellite orbit configurations or instrument scan 

geometries.  

An important aspect of this approach is that it was specifically designed to simulate realistic AMV 

distributions from a simulated atmosphere for use in OSSEs. This would be fundamentally difficult 

to do via traditional feature-tracking algorithms. The effective resolution of the NR is less than 

that of many current and proposed underlying observing systems. This algorithm aims to identify 

and select AMV locations based on the tracer fields from the NR. Note that while several 

approximations and assumptions are made to account for shortcomings in the underlying NR, more 

complicated aspects – e.g. systematic errors related to the AMV processing itself – are not 

accounted for in the observation simulation. Methods to statistically mimic realistic observation 

errors have been addressed in previous studies (e.g. Errico and Privé, 2014) and extend beyond 

the scope of this report. 

In addition to describing the algorithm, this report presents an example application of this tool  – 

the AMV algorithm was employed to simulate AMVs of the MISTiC™ Winds (Midwave Infrared 

Sounding of Temperature and Humidity in a Constellation for Winds) concept (Maschhoff et al. 

2016). As an attempt to fill in the AMV latitudinal gap of the global wind observing system, 

multiple groups have proposed the concept of extending the AMV retrieval towards the mid-

troposphere by the incorporation of moisture features tracking retrieved on pressure surfaces. To 

achieve this relative to existing imaging methods, a significant increase in spectral resolution both 

in temperature and moisture sounding channels is necessary; to achieve this relative to existing 

sounding methods, an increase in spatial resolution is necessary. However, an approach for 

producing AMVs on retrieval surfaces has been illustrated over the poles by Santek et al. (2014). 

MISTiC™ Winds is an observing system concept that consists of a constellation of small satellites 

equipped with miniature infrared (IR) spectrometers sampling near 4-6 µm to provide high spatial 

and temporal resolution temperature and humidity soundings of the troposphere. The envisioned 

observing strategy is to retrieve atmospheric state fields – temperature and moisture specifically – 

via a LEO constellation of satellites carrying the IR spectrometers. These temporally subsequent 

measurements can then be used to produce AMV retrievals on retrieved pressure surfaces of 

moisture.  

Given that MISTiC™ Winds is still at a mission concept stage, OSSEs to evaluate the impact of 

MISTiC™ Winds observations on short- and medium-term weather forecast skill were performed 

at the GMAO (McCarty et al., 2017) based on the GMAO OSSE framework (Errico et al., 2013; 

Privé et al., 2013). All observations in this work were determined from the 7-km Goddard Earth 

Observing System version 5 (GEOS-5) Nature Run (G5NR, Gelaro et al. 2015). Note that pertinent 

aspects of the G5NR have been evaluated in previous work: Putman (2015) provides a general 

overview of the model, Privé et al. (2015) assess wind and temperature fields, Molod et al. (2015) 
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assess  humidity and precipitation fields, and Norris et al. (2015) assess clouds and radiation. The 

present document describes the methods used to generate the AMV distributions of MISTiCTM 

Winds from the G5NR for use in the OSSEs.  
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2 - Background and Motivation 

 

The locations of AMVs fundamentally depend on the presence of trackable clouds and water vapor 

gradients (Velden and Bedka, 2009). Within a global OSSE, however, it is not feasible to detect 

and track clouds and water vapor features in the output of present-day NRs, either in model 

geophysical space or radiance space determined via radiative transfer calculations. Even with a 7-

km global resolution, the G5NR grid is coarse compared to the spatial footprint of satellite imagery 

used in AMV retrieval, and the horizontal and vertical smoothing and dissipation in the G5NR 

results in an effective resolution several times coarser than the grid spacing. Thus, there are 

fundamental differences between real cloud and water vapor fields observed from space borne 

platforms and the simulated fields of any existing NR.  

The main goal of an OSSE is to simulate observations that, when used in an ADAS, produces 

statistics and responses similar to those obtained with real observations. Therefore, a fundamental 

requirement of AMV simulation within an OSSE is to produce spatial and temporal distributions 

of wind retrievals that are representative of the real-world, assimilated datasets. However, the 

explicit extension of operational AMV retrieval methodology is not feasible. For the specific case 

of cloud-tracking AMVs, it is not feasible to perform target cloud identification and tracking using 

the cloud fraction fields of a NR, since cloud fraction fields do not represent actual clouds but 

rather contain only information about the fraction of a grid-cell covered by clouds. Thus, it is not 

possible to identify sharp features like cloud edges, which are vital for the target cloud 

identification and selection process. Furthermore, there is no way to identify any kind of reference 

point to allow the tracking of the feature in sequential model grids. A similar rationale applies to 

water vapor features. Therefore, methods to compensate for the impossibility of feature tracking 

in the NR were designed to obtain a realistic number and distribution of AMVs that are 

fundamentally related to the underlying meteorology of the NR.  

Note that because only assimilated observations need to be considered in an OSSE, it is not 

necessary to mimic the end-to-end AMV retrieval methodology for OSSE applications – it is not 

necessary to perform full end-to-end AMV simulation from the NR via radiative transfer, radiance 

inversion, and feature tracking. (Feature tracking has already been deemed infeasible anyway.) In 

addition, within the context of data assimilation, AMVs are assimilated as point-measured winds; 

the upstream processing certainly affects the character of the observations, but the assimilation 

solution itself knows little about the upstream retrieval process. The critical issue is whether the 

simulated observations realistically incorporate the main characteristics of the real observations – 

for the focus of this work, the spatio-temporal distributions. 

The methods in this report generate AMV locations and distributions that are a function of the 

underlying meteorology of the NR while attempting to handle the shortcoming of the NR’s 

relatively coarse resolution. Additionally, they are reflective of the retrieval-based approaches and 

implemented in a concept similar to MISTiCTM Winds. Although much simpler approaches could 

be followed to simulate AMV distributions, including ones that would not take into account the 

presence of trackable atmospheric features in the NR, that would tamper with the response of an 

ADAS since where such features exist is often where more interesting, rapidly changing, and 

unpredictable weather occurs (Errico et al., 2007; McCarty et al., 2012; McNally et al., 2002). 

This is a fundamental motivation for this work, as many previous methodologies to simulate 

AMVs for OSSEs interpolated the NR wind fields to the locations where the real AMVs were 
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retrieved. Therefore, the clouds or water vapor features of the NR were not accounted for in the 

AMV simulation (e.g., Boukabara et al., 2016, 2018a, 2018b; Errico et al., 2013; Masutani et al., 

2012). Thus, a significant fraction of the simulated AMVs may reasonably be expected to be 

placed at locations where no traceable features exist in the NR. This would lead to a fundamental 

mismatch between the character of the simulated AMVs and those that exist in reality. By 

considering observations that are not linked to the underlying meteorology of the NR, there may 

a fundamental dissonance between the simulated AMVs and the underlying level of predictability 

associated with the regimes in which AMVs are commonly retrieved in reality. This would likely 

be detrimental to the realism of the OSSE.  

Finally, the algorithm presented in this work creates an AMV distribution based on the NR, but it 

does not simulate or add observational error in the observation simulation process. While it is of 

paramount importance to simulate these errors before the simulated observations can be fully 

utilized in an OSSE, the simulation of such errors is beyond the scope of this report. The GMAO 

has developed a reliable and accurate algorithm to statistically estimate observational errors for 

many types, including AMVs. These methods are thoroughly described in Errico et al. (2016). 
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3 - Description of the AMV estimation algorithm 

 

The AMV distribution algorithm estimates observation locations by detecting features analogous 

to the real AMV tracers (clouds and water vapor features) in the G5NR cloud fractions and relative 

humidity fields. As the algorithm is meant to simulate AMV for satellite concepts, the G5NR fields 

are used to identify trackable features at the observation level - at each footprint observed by the 

satellite instrument. The AMV algorithm is divided into three code modules (Fig. 1): the main 

module along with the cloud and the water vapor features simulation modules.  

 

 

Figure 1 – Flow chart of GMAO AMVs algorithm code 

 

The algorithm uses as input the satellite Level-1 observing spatiotemporal geolocation – 

specifically latitude, longitude, and time – and the G5NR atmospheric fields. AMV retrieval is 

fundamentally dependent on temporally sequential measurements to perform feature tracking. 

Since no feature tracking is actually performed in this algorithm, only the geolocation footprint 

for a single instrument flying in a single orbital plane is needed. For example, if a constellation of 

three satellites is sampling the same Earth-relative location to provide temporal sampling, only the 

center-flying satellite’s ground sampling would be used. 

 

Main module 

 

The main module considers all radiance observation locations sequentially. At each scanning 

point, it collocates and subsamples the G5NR atmospheric fields for further processing. The main 

module determines the closest G5NR horizontal grid points to the instrument scanning 

spatiotemporal locations and samples the G5NR vertical columns at those points for the following 

variables: cloud fraction (CF), relative humidity (RH), pressure (p), tropopause pressure (ptrop), 

and the u and v components of the vector wind. These variables are then passed to the cloud AMV 

(CAMV) and water vapor AMV (WVAMV) modules. 
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CAMV module 

 

The CAMV first determines how many independent clouds exist in each CF vertical column. 

Starting from the highest model level and moving towards the surface, a new cloud is considered 

when the CF exceeds 10%. Continuing to move downward, the lower bound of the cloud (the 

cloud base) is determined when the CF is again less than 10%. To each cloud or cloud layer, a 

pressure height following the European Organization for the Exploitation of Meteorological 

Satellites (EUMETSAT) methodology (Borde et al., 2014) is assigned. Specifically, for mid-to-

high-level clouds with a cloud top pressure less than 700 hPa, the cloud pressure height is defined 

as that of the cloud top. For low level clouds with a cloud top pressure greater than 700 hPa, the 

cloud pressure height is defined as that of the cloud base.  

The identified clouds are only considered at model levels, which are defined on a hybrid sigma-

pressure coordinate (Gelaro et al., 2015). Since multiple layers of clouds may exist within a single 

G5NR vertical column, the cloud fraction of each cloud is determined using a maximum random 

overlap assumption (Tian and Curry, 1989). A trackable cloud is defined as one that: (i) is located 

below the tropopause, (ii) has a cloud fraction in the range of 20-80%, (iii) is not stationary (wind 

speed, U, greater than 3 ms-1), and (iv) is potentially viewable by the instrument. Regarding the 

final criterion, viewable means that the cloud is not substantially obscured by higher clouds. For 

this, the combined cloud fraction of all overlying cloud layers (CFabove), assuming a random 

overlap, must be less than 85%.  

Once the trackable clouds are identified, a tunable probability function is used to determine which 

of those clouds will be selected as cloud AMV observation locations. Two issues motivate the use 

of this probability function. First, not all clouds present in the real atmosphere can be effectively 

tracked to derive AMVs, so by analogy, it is necessary to include in the AMV algorithm a method 

to select a subset of the identified trackable clouds. Second, the method employed here to identify 

trackable clouds does not account for the possibility of the horizontal extension of a given cloud 

across adjacent grid cells, or for the possible existence of independent horizontal clouds inside a 

given G5NR grid-cell, since only one cloud can be identified within a grid point vertical column 

at a given model level. Note that a given G5NR set of adjacent horizontal points at a given model 

level with positive cloud fractions can be considered as one of two distinct cases: either the model 

representation of a single cloud that extends horizontally; or the model representation of several 

independent clouds that are separated horizontally. Thus, the probability function is designed to 

address this uncertainty. 

The cloud fraction-dependent probability function, P(CF), is shown in Figure 2. Clouds with CF in 

the ranges 0-20% are given a zero probability of AMV detection. The probability increases linearly 

from 0.2 to 0.4 for clouds with CF between 20% and 40%. For clouds with CF between 40 and 

60%, a constant probability of AMV detection of 0.5 is assumed. For clouds with CF between 

60% and 80%, the probability decreases from 0.4 to 0.2. Finally, for clouds with CF greater than 

80%, a zero probability of AMV detection is assumed.  
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Figure 2 – Probability function P(CF) 

 

For clouds with high CFs (> 80%), a zero probability is assigned because these clouds are likely 

to have few, if any, discernible edges, making it difficult to track the cloud due to the lack of 

reference points. This is illustrated in Figure 3, which shows real imagery of cloud-tracking AMVs 

obtained by the satellite Himawari-8. As can be seen in this real-atmosphere example, there are no 

AMVs in regions of opaque cloudiness. In fact, the cloud tracking AMVs are predominantly 

obtained in areas with smaller clouds and where cloud edges are distinct.  

 

 

Figure 3 – Himawari-8 cloud-tracking AMVs. Red observations are located between 1000 and 700 hPa, green between 700 and 400 hPa 

and blue above 400 hPa 
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Finally, a tuning coefficient as a function of pressure height, b(p), was incorporated to inflate or 

deflate the probability function. Therefore, the final probability of a trackable cloud layer to be 

selected as an observation, Pc, is given by Eq. (1): 

 

𝑃𝑐(𝑝, 𝐶𝐹, 𝑝𝑡𝑟𝑜𝑝, 𝐶𝐹𝑎𝑏𝑜𝑣𝑒 , 𝑈) = {
0  𝑖𝑓𝑝 < 𝑝𝑡𝑟𝑜𝑝  or |𝑈| < 3𝑚𝑠−1 or 𝐶𝐹𝑎𝑏𝑜𝑣𝑒 > 85%

𝑏(𝑝) ∗ 𝑃(𝐶𝐹)  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 

For this case, a b(p) was defined for 6 vertical layers ranging in thickness from 100 to 150 hPa. 

The layers and b(p) are defined and adjusted to produce a realistic spatial and temporal distribution 

of AMVs. The final cloud AMV probability Pc is applied through the use of a random number R 

taken from a uniform distribution ranging from zero to one. For each trackable cloud layer, the 

trackable cloud feature is determined to be an observation location if R< Pc. Having determined 

the AMV observation locations as a function of latitude, longitude, height, and time, the 

corresponding observations can be determined from the G5NR wind fields. 

 

WVAMV module 

 

While the CAMV module allows the simulated AMV locations to be located at any of the G5NR 

native model vertical levels below the tropopause, the WVAMV module was designed to estimate 

AMV locations on retrieved isobaric moisture fields rather than in radiance space. The isobaric 

surfaces are specified as an input to the procedure and should be defined based on the spectral 

resolution and coverage of the instrument or instrument concept being studied. The natural 

coordinate of the G5NR is a hybrid-sigma coordinate. So, the relevant fields are interpolated by 

the WVAMV module to the prescribed isobaric levels while maintaining the native G5NR 

horizontal resolution.  

Since water vapor feature tracking relies fundamentally on the presence of detectable, local 

relative humidity anomalies in the atmosphere, a scalar approximation of the RH gradient (RHgrad) 

is computed. This scalar gradient is defined as the difference between the maximum and minimum 

RH value within a 35 km x 35 km horizontal box and is used in place of the mathematical vector 

gradient. To illustrate the necessity for this gradient term, Fig. 4 shows real imagery of water vapor 

feature AMVs obtained by the satellite Himawari-8. As can be seen in this real-atmosphere 

example,  WVAMVs tend to be located in regions with higher water vapor gradients. Note that 

this gradient estimation approach does not account for gradients for which the wind direction is 

perpendicular to the water vapor gradient, and this feature would thus appear stationary. 

Each spatiotemporal observation location is tested at the closest G5NR horizontal grid point. A 

water vapor feature is considered trackable if it is not stationary (wind speeds > 3 ms-1), is not 

substantially covered by clouds above (CFabove is less than 85%, assuming a vertical random 

overlap), and is located below the tropopause. Additionally, if cloud AMV observations were 

taken in that vertical column (i.e., if Pc > R at that vertical column), no water vapor AMV 

observations will be taken below the highest cloud observation, since it is not likely that water 

vapor features will be observed below relatively opaque clouds.  

(1) 
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Figure 4 – Himawari-8 water vapor features tracking AMVs. Green observations are located between 700 and 400 hPa and blue above 

400 hPa 

In analogy to what was done for the CAMV, a tunable probability function, P(RHgrad,CF), was 

included in the code to obtain a realistic spatial and temporal distribution of simulated WVAMVs. 

As part of this function, each point is considered to have a potentially trackable feature only if the 

RHgrad is higher than 65%. This function (Figure 5) gives higher probabilities to trackable water 

vapor features with higher RHgrad and to those less likely to be obscured by clouds above. An 

additional pressure-height tuning coefficient, c(p), is incorporated. The final probability of a 

trackable water vapor feature to be selected as a WVAMV location, PWV, is: 

 

𝑃𝑤𝑣(𝑝, 𝑅𝐻𝑔𝑟𝑎𝑑 , 𝐶𝐹, 𝑝𝑡𝑟𝑜𝑝 , 𝐶𝐹𝑎𝑏𝑜𝑣𝑒 , 𝑈, 𝑃𝐶) = {
0 𝑖𝑓 𝑝 < 𝑝𝑡𝑟𝑜𝑝 or |𝑈| < 3𝑚𝑠−1 or 𝐶𝐹𝑎𝑏𝑜𝑣𝑒 > 85% ∨ 𝑃𝐶 > 𝑅

𝑐(𝑝) ∗ 𝑃(𝑅𝐻𝑔𝑟𝑎𝑑 , CF) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 

For each pressure layer a c(p) value was defined and manually adjusted to produce a realistic 

spatial and temporal distribution of AMVs, both vertically and horizontally. A trackable water 

vapor feature is deemed as an observation if R<PWV. Having determined the AMV observation 

locations, the G5NR wind fields can be sampled to obtain the water vapor-derived AMV 

observations for the OSSE. 

(2) 
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Figure 5 – Probability function Pwv as specified by RHgrad and CFabove values 

 

One of the main reasons to include the tuning coefficients b(p) and c(p) in the CAMV and 

WVAMV probability functions, respectively, is to account for differences between the G5NR and 

the real atmosphere meteorology, which are expected to be a major source of discrepancies 

between estimated and real AMV distributions and locations. Gelaro et al. (2015) made an 

extensive validation of the G5NR cloud and humidity fields against a wide range of observations 

and reanalyses.  They showed that the G5NR cloud spatial distributions do differ from those of 

the real atmosphere – although the G5NR cloud spatial distributions are realistic in a 

climatological sense, there are areas where the G5NR shows an excess (or lack) of clouds when 

compared to observations. Similar findings were reported for the humidity fields; in some regions, 

the G5NR appears to be too dry or too wet when compared to observations, though the overall 

humidity fields are considered realistic. By including the tuning coefficients in the probability 

functions, it is possible to tune the AMV estimated from the G5NR location counts and spatial 

distributions to match the real ones and thereby attenuate the explicit shortcomings in the G5NR 

cloud and humidity fields that can affect the realism of the identification and selection of AMV 

tracers from the G5NR. 
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4 - Assessment of NR-derived AMV distributions 

 

The performance of the algorithm was assessed by comparing its AMV location estimations to 

those of a real instrument in the global observing system. Qualitatively, the cloud AMV locations 

need to be located at times and places in the G5NR where fractional cloudiness exists. The water 

vapor AMV locations need to be consistent with RH gradients.  

For this, the Advanced Imager (AHI) on the Himawari-8 geostationary satellite was chosen. AHI 

is among the most advanced infrared imagers available in the global Earth observing system. AHI 

measures 16 spectral bands, with three bands measuring the 6.7 µm water vapor continuum and 

three bands measuring the 11 µm atmospheric window. The nominal resolution of these infrared 

bands is 2 km at nadir. The spatial resolution is at or exceeds that for envisioned future applications 

of this algorithm, though the spectral sampling is far inferior to those instrument concepts which 

propose sampling the water vapor AMVs on retrieved isobaric surfaces. 

The AHI scanning points for the complete month of July 2015 were used as input to the AMV 

algorithm for the estimation of the AHI AMV locations. The cloud and water vapor modules’ 

probabilistic functions b(p) and c(p) were tuned so that the estimated AHI AMV locations show a 

spatio-temporal distribution which was realistic compared to one of the real AHI AMV 

distributions.  

Although Himawari-8 completes a full disk scan once every 10 minutes, the AHI AMV data 

streams assimilated in the GMAO forward processing system contain only three full disks of data 

within each six-hour assimilation window, corresponding to times of -1.5h, -0.5h and +0.5 hours 

relative to the center of the assimilation window. For example, AMV observations are available 

at 2230, 2330, and 0030 UTC for the six-hour assimilation window centered on 00:00 UTC. 

Himawari-8 scanning points where the viewing angle relative to the nadir location is larger than 

60°, with longitudes eastward of 89° E and westward of 170° W, were discarded since no real 

Himawari-8 AMVs are operationally assimilated at these locations in the GMAO forward 

processing system.  

Although July 2015 AHI scanning points are fed into the algorithm, AMV locations are estimated 

using the July 2006 G5NR atmospheric fields. This distinction in year does not affect the 

evaluation of the algorithm.  There is no direct correspondence of July 2006 G5NR meteorology 

to the real-world meteorology of that time (aside from small effects associated with the 

prescription in G5NR of 2006 SSTs), as G5NR is a free-running atmospheric simulation. Gelaro 

et al. (2015) illustrated that the G5NR consists of weather events with realistic variability and 

climatology representative of the real atmosphere. In this sense, July 2006 in the G5NR can be 

regarded as a typical July. It is not expected that the simulated AHI AMV locations will directly 

match the real AHI AMV locations; rather, the goal is for the simulated AMV locations to show 

counts and spatiotemporal distributions that are similar to those of the real AMVs.  
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Figure 6 – Estimated  Himawari-8 cloud AMV locations overlapped with the G5NR CF field at 900 hPa - 1 July 0030 UTC. Dark blue 

color (CF < 0.1) means that the sky is considered as cloud-free. 

 

Figure 6 depicts the G5NR CF field at 900 hPa and G5NR-derived cloud AMV locations in a 50 

hPa bin centered at 900hPa for 0030 UTC on 1 July 2006. The cloud AMV locations are seen to 

be physically consistent with the simulated clouds; they are mainly located where the G5NR points 

are fractionally cloud covered, i.e., where cloud edges should be more discernible. 

The CAMV probability function Pc, described in section 3.2, gives higher probabilities to clouds 

with intermediate cloud fractions (40% to 60%). As seen in Figure 6, many areas with intermediate 

cloud fractions do not contain observation locations, while other areas with smaller or larger cloud 

fractions contain a considerable number of them. This happens for three reasons. The first is related 

to the very nature of the probability function – although it gives higher probabilities to clouds with 

intermediate cloud fractions and lower probabilities to clouds with small or large cloud fractions, 

there will still be AMV locations at places with small or large cloud fractions, albeit fewer in 

number. The second reason is that this vertical level may not correspond to the cloud pressure 

height determined for a cloud that extends over multiple model levels. As mentioned in section 

3.2, the height for these low clouds is defined as the cloud base (based on Borde et al., 2014). In 

some clouds, the cloud base may extend below 900 hPa. Finally, even if a cloud has an 

intermediate cloud fraction, it might be obscured by other clouds above and thus be excluded by 

Pc as a possible AMV location.  

Figure 7 shows the estimated AHI water vapor AMV locations within a 50 hPa bin centered at 

200hPa (175-225 hPa) and the corresponding G5NR RHgrad field for 1 July 2006 00:30 UTC at 

200 hPa. The shading of the RHgrad is discontinuous at 0.65 to illustrate the lower limit threshold 

of AMV detection described in section 3.3. 
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Figure 7 – Estimated  Himawari-8 water vapor AMV locations overlapped with the G5NR RHgrad field at 200 hPa - 1 July 0030 UTC. 

RHgrad < 65% are colored grey since this was defined as the lower threshold for water vapor AMV detection. 

 

By construction, the AMV algorithm derives water vapor AMV locations with physical realism, 

since they are estimated to be located at G5NR points where the RHgrad is above 65% (Fig. 7). 

Areas with high RHgrad that do not contain any observations occur due to the sampling of the 

probabilistic model or to the presence of opaque cloud decks above the moist regions (Section 

3.3).  

The estimated AMV monthly spatial distribution for Himawari-8 AHI is now compared to the real 

distribution obtained from the Modern-Era Retrospective analysis for Research and Applications, 

Version 2 (MERRA-2, Gelaro et al., 2016). Specifically, the distribution of the AMV estimated 

positions for G5NR July 2006 is compared to that for the actual July 2015 AHI AMV positions. 

Temporally, the G5NR AMV locations were estimated in a manner consistent with those 

assimilated in MERRA-2. Specifically, they were sampled every 2 hours over the six-hour analysis 

windows centered upon 0000, 0600, 1200, and 1800 UTC. For the results in this section, the Pc 

and Pwv probabilistic functions b(p) and c(p) were manually tuned so that the simulated AMV 

location distributions closely matched the real AHI AMV vertical distributions. For this 

comparison, the MERRA-2 real and G5NR estimated positions are aggregated spatially and 

vertically and considered in terms of counts per 6-hour analysis time, as shown in Figure 8. The 

spatial distributions represent an aggregation into 5° x 5° bins across all vertical levels, and the 

vertical distributions represent all spatial locations aggregated into 100 hPa bins. 
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Figure 8 – Real (top) and simulated (bottom) AHI cloud AMVs. Spatial (left) and vertical distribution (right) for July 2015 (top) and 

July 2006 (bottom) 

 

Figure 8 shows that the spatial and vertical distributions of the estimated AHI cloud AMV 

locations closely match the corresponding real distributions. The estimated observation counts per 

six hours (17,393) are in close agreement with the number from Himawari (17,253 AMVs). There 
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is strong agreement in the vertical distribution of the observation locations, with a bimodal 

structure showing maxima corresponding to high (400-200 hPa) and low (800-1000 hPa) clouds. 

The minimum in the mid-tropospheric AMV counts is related to the climatological distribution of 

cloud top height in pressure-space (Wylie and Menzel, 1999, McCarty et al., 2012), which 

generally restricts the majority of the cloud-derived AMVs to the upper- and lower-troposphere, 

with a gap in the mid-troposphere. Similarly, the spatial and temporal constraints have largely 

limited these methods to satellite imagery. Imagers measure improved spatial resolution at the 

expense of spectral resolution. Spectral resolution is akin to vertical resolution in radiance space. 

For water vapor features, this results in relatively few pieces of information (~2-3 spectral bands 

on the geostationary imagers, none on the operational polar orbiting imagers). By these constraints, 

the cloud- and water vapor-derived AMVs complement each other spatially, but their vertical 

distributions are largely non-complementary, resulting in a data void in the mid-troposphere. 

The horizontal distributions show that the real cloud tracking AMVs tend to be scarcer over land 

and even non-existent over some inland areas of the Australian continent. This is not due to an 

instrument limitation or characteristic, but rather to the blacklisting of data over land areas. VIS 

and IR cloud-tracking AMVs below 400-500 hPa over land areas are usually blacklisted or given 

a low quality index (Lean et al., 2016) since these winds are influenced by topography and do not 

correspond with the general atmospheric flow (Cordoba et al., 2016). Often these lower level 

clouds have a short lifetime and size (Szantai et al., 2000). This quality control decision was not 

built into the CAMV module. 

Over the ocean, the real cloud-tracking AMVs show higher counts compared to the estimated 

distribution between 30°S and 50°S and in the northeastern sector of the scanning disk. On the 

other hand, the estimated AHI AMV locations are higher in number than the real ones between, 

for example, Indonesia and Papua New Guinea. These differences in the horizontal distributions 

of the cloud AMVs stem from differences between the G5NR July 2006 meteorology and the real 

July 2015 meteorology and from the fact that the G5NR, as a simulation, has its own inherent 

limitations and deviations from reality. A detailed discussion and analysis of the differences 

between the real atmosphere and the G5NR cloud climatology is available in Gelaro et al. (2015), 

where an extensive validation and discussion of the G5NR cloud fields were made against the 

Clouds and the Earth’s Radiant Energy System Single Scanner Footprints (CERES SSF) and the 

Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) observations. These comparisons 

showed that the G5NR has excessive clouds over the Indonesian archipelagos including Papua 

New Guinea and adjacent areas, consistent with the results shown in Figure 8.  
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Figure 9 – Real (top) and simulated (bottom) AHI water vapor AMVs spatial (left) and vertical distribution (right) for July 2015 (top) 

and July 2006 (bottom). 

 

Figure 9 shows the same information as Figure 8, but for the WVAMVs. As for the CAMVs, the 

simulated WVAMVs provide a good representation of the horizontal observation counts (11,560 
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estimated observations compared to 11,511 real observations for each 6-hour period), with very 

similar vertical distributions. Again, the simulated AMVs’ minima and maxima locations do not 

match exactly. While both the simulated and real water vapor AMVs show minima for counts in 

the lower half of the Himawari-8 scanning disk, the estimated AMVs show maxima around the 

Indonesian archipelagos whereas the real AMVs’ maxima are more widespread along the upper 

section of the satellite scanning disk. A validation of the G5NR humidity fields (Gelaro et al., 

2015) showed that the G5NR has much higher total precipitable water (TPW) than the reanalyses 

(ERA-Interim and MERRA) in the June-July-August period over the areas surrounding the 

Indonesian archipelagos, which would explain the larger observation density in the simulated 

WVAMV observations there (Fig. 9).   

Overall, despite some differences, the estimated cloud and water vapor AMV locations show a 

high degree of realism in terms of their spatial and temporal distributions. It can be concluded that 

the simulation algorithms estimate AMV locations with sufficient quality to provide a realistic 

simulated AMV dataset for assimilation, which is the main goal of an OSSE. 
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5 - Application of the AMV estimation algorithm to MISTiC™ 

Winds 

 

To illustrate the utility of the algorithm, it is now used to identify and locate AMV tracers from 

the G5NR according to the envisioned performance of the MISTiC™ Winds constellation concept, 

based on the specs provided by BAE Systems (Maschhoff et al. 2016). Given that the AMV 

algorithm probability functions, Pc and Pwv, need to be tuned to obtain realistic counts and spatial 

distributions, a proxy instrument has to be used for the tuning. Since there are no observing 

systems in the current Earth observing system implementing the sounder derived, retrieval-

centered AMV tracking strategy globally, the simulated MISTiC™ AMVs cannot be calibrated 

nor validated with a real counterpart in terms of counts and spatial distributions. AHI, however, 

though geostationary, has a similar horizontal resolution to MISTiC™ Winds.  It is thus considered 

a suitable proxy instrument for the tuning, particularly for the cloud-derived AMV probability 

function. 

Note that for WVAMVs, there is a fundamental disconnect between the simulation of the AHI 

AMV observation locations in the preceding section and the purpose of this algorithm. AHI water 

vapor AMVs are derived in radiance space and are assigned pressure-heights in order to translate 

them from radiance to physical space. The MISTiC™ Winds concept proposes to perform feature 

tracking on retrieved pressure surfaces, as made possible by its increased spectral coverage and 

resolution. Thus, a MISTiC™ Winds instrument can resolve water vapor gradients at varying 

levels due to its increased vertical information content. This strategy was an implicit target in the 

design of the AMV position estimation algorithm. In Section 4, no water vapor AMV locations 

were allowed to be estimated below 400 hPa similarly to AHI.  For MISTiC™ Winds, water vapor 

AMV positions in the middle and lower-troposphere are considered and desired. 

Other instruments that have equivalent input data to MISTiC™ Winds could be used as a proxy 

instrument, in particular the Atmospheric Infrared Sounder (AIRS) temperature and humidity 

profiles obtained by the Cooperative Institute for Meteorological Satellite Studies from the 

University of Wisconsin-Madison, as described in Santek et al. (2014). However, AIRS AMVs 

are currently still an experimental product. In addition, for OSSE applications, a proxy instrument 

should ideally already be part of an operational/forward processing system, with a good degree of 

knowledge already amassed about associated observational errors and data processing 

requirements. Also, the temporal spacing between subsequent scenes would be much larger with 

the AIRS AMV method; for AIRS, the spacing is akin to the period of the orbit (100 minutes), 

whereas that for the constellation strategy proposed in MISTiC™ Winds is on the order of standard 

geostationary processing scene separation, or ~15 minutes. Additionally, as previously mentioned, 

the spatial resolution of MISTiC™ Winds is akin to AHI, whereas the AIRS footprint spacing is 

in-line with traditional sounder spatial resolutions, 13.5 km. Finally, AIRS AMVs are retrieved 

only at polar regions whereas the MISTiC™ Winds coverage is global, which may result in 

differences when compared with tracers located at other latitudes, namely in terms of the cloud 

and water vapor features inherent characteristics and respective spatial distributions. For these 

reasons, AIRS was not chosen as the proxy instrument for calibration of the AMV algorithm when 

applied to MISTiC™ Winds. 

Based on the MISTiC™ Winds spectral resolution and coverage, the fixed isobaric levels were 

defined in the WVAMV module at 150, 200, 250, 300, 400, 500, 600, and 700 hPa. A single orbital 

plane would provide spatial coverage comparable to current LEO satellites. However, the 
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constellation strategy would result in a temporal revisit that is otherwise not achieved through 

existing polar-orbiting platforms, at least not to the extent to fully utilize the observations for AMV 

retrieval over the entire orbit. Extending MISTiC™ Winds to four orbital planes would correspond 

to an improved global coverage of the constellation, though these simulated orbits may be 

somewhat suboptimal. It may be possible to further limit the observing gaps by adjusting the 

orbital parameters of each plane to limit the overlap across the different orbital planes.  

 

Figure 10 – MISTiC™ Winds simulated cloud (top) and water vapor (bottom) AMVs’ spatial (left) and vertical (right) distributions for 

one 6-hour window with 4 orbital planes. 

 

The estimated MISTiC™ AMV locations for the four orbit planes configuration are shown in 

Figure 10 for the six-hour assimilation cycle centered on 0000 UTC for G5NR date 1 July 2006.  

Using this algorithm, MISTiC™ Winds is estimated to be able to collect 51,598 cloud and 21,737 

water vapor AMVs.  

The estimated cloud AMV locations (Fig 10, top panel) show a vertical distribution close to what 

is to be expected, similar to the ones currently seen for the AMVs derived from operating satellites: 
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a bimodal vertical distribution with maxima corresponding to high clouds (ranging from 200 to 

400 hPa) and low clouds (from 800 to 1000 hPa). For the estimated water vapor AMVs, the vertical 

distribution (Figure 10, bottom panel) reflects the expected added-value of MISTiC™ Winds in 

terms of increased vertical resolution; specifically, the simulated AMV distributions extend below 

400 hPa. However, the maximum observational count will still occur at higher atmospheric levels 

(200-300 hPa) as it does with the current water vapor feature tracking AMVs, due to the nature of 

cloud contamination in the retrieval process. While the additional mid-level information is 

partially by construction, due to the pre-specification of the isobaric retrieval layers, estimating 

the positions of these observations is fundamental to their assessment in an OSSE.  The water 

vapor AMV counts’ gradual downward tapering through the troposphere were tuned towards the 

results of the methods proposed in Santek et al. (2014). This distribution could likely be further 

refined for a more globally-representative distribution.  

Qualitatively, Figure 10 (bottom) shows gaps in water vapor AMV locations that spatially 

correspond to the presence of dense cloud features located above the water vapor features, as 

inferred from the cloud AMV (Fig. 10, top). The upper cloud features obscure the water vapor 

features located below them. The MISTiC™ instruments will be unable to detect water vapor 

features through opaque clouds. Also in Figure 10 (bottom panel), one is able to see frontal features 

corresponding to the presence of water vapor AMVs.  

 

Figure 11 – Estimated MISTiC Winds cloud AMV locations overlapped with G5NR cloud fraction field at 200 hPa (left) and 900 hPa (right) 

for 1 July 00:30 UTC, zoomed for an orbit segment (upper left subplot). 

Figure 12 – Estimated MISTiC Winds water vapor AMV locations and G5NR relative humidity gradient field at 200 hPa (left) and 600 

hPa (right) for 1 July 00:30 UTC, zoomed for an orbit segment (upper left subplot). 
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Figures 11 and 12 show examples of the estimated MISTiC Winds cloud and water vapor AMV 

locations (red dots) overlapped with the G5NR CF and RHgrad fields for 1 July 2006 0030 UTC. 

In both figures, a segment of the MISTiC Winds orbit was chosen, as depicted in the upper left 

sub-plot of each figure. Estimated AMV locations contained in two 50 hPa vertical layers centered 

at 200 and 900 hPa (for the cloud AMVs in Figure 11) and at 200 and 600 hPa (for the water vapor 

AMVs in Figure 12) are shown. 

Figure 11 shows that the estimated cloud AMV locations are mainly found at G5NR points with 

fractional cloud cover, for which cloud edges should be more discernible. There is a much higher 

number of cloud AMV locations at the 900 hPa layer than at the 200 hPa layer, not only because 

there appears to be more clouds at 900 hPa than at 200 hPa, but also because the CAMV probability 

function b(p) was tuned to allow more observations at 900 hPa. Figure 8 showed that AHI cloud 

AMVs have their count maxima at this level. Oppositely, b(p) was adjusted in accordance to AHI 

cloud AMV counts at 200 hPa, resulting in a lower observation density at this level, even in the 

presence of clouds. 

For the water vapor AMVs (Figure 12), practically all the trackable water vapor features (RHgrad 

higher than 65%) at 200 hPa are selected by the Pwv, whereas at 600 hPa only some of them are. 

At 200 hPa, the probability of the water vapor features being covered by clouds from above is very 

low, and thus Pwv provides a very high probability of being an effective AMV location. Moreover, 

the 200 hPa cloud and water vapor AMV locations are qualitatively correlated spatially, since the 

cloud fraction and RHgrad fields are closely related; cloud edges are, after all, fundamentally water 

vapor gradients. Figure 12 also shows that the 600 hPa water vapor AMVs, although at a low-

level, are present in areas of clear sky; this constitutes additional information provided by the 

MISTiC™ Winds observing strategy. 

Figure 11 shows many areas with intermediate cloud fractions that do not contain any AMVs, 

whereas other areas, with smaller or larger cloud fractions, do contain some observations. Figure 

12 shows areas with high RHgrad which do not contain any observations. As previously discussed 

for Figures 6 and 7, this is due to the nature and design of the probabilistic functions, the possibility 

of features being obscured by clouds aloft, and, in the case of the cloud-tracking AMVs, the AMV 

height assignment method. 
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6 - Conclusions 

 

A tunable and flexible algorithm to estimate the locations and spatial distributions of AMVs, as 

would be derived from different instruments and satellite orbit configurations specifically for 

OSSE applications, has been developed for use in the GMAO OSSE framework. The algorithm 

first identifies AMV tracers in a NR. The algorithm then employs a probabilistic function to select 

a subset of these identified trackable features as estimates of AMV locations, which can later be 

easily used to derive synthetic AMV observations for use in OSSEs. The main motivation for this 

work was the need to produce simulated AMVs that are located in areas of the NR where AMV 

tracers are expected to exist. With the described algorithm, there is now the capability to use 

AMVs simulated with physical realism within OSSEs, allowing the estimation and quantification 

of the potential added value of new observing strategies in the context of the present global 

observing system, at the same time quantifying their effectiveness, strengths, and potential 

shortcomings.  

The Himawari-8 AHI cloud and water vapor AMVs were used in this work to perform a qualitative 

assessment of the AMV algorithm. The assessment was used to determine if the estimated AMV 

locations were coincident with trackable feature locations in the NR and also if they yielded 

realistic AMV observations counts and spatial distributions. The estimated AHI cloud and water 

vapor AMV locations did show a good match with the actual AHI AMV locations in terms of 

observation counts and spatial distributions. The horizontal distributions showed some differences 

in terms of the locations of the observation counts’ maxima and minima due to differences between 

the real and G5NR-simulated cloud and water vapor fields.  

To illustrate the effectiveness of this tool, it was applied to the MISTiC™ Winds concept. This 

component of the work was performed as part of a set of OSSEs to investigate the utility of the 

constellation (McCarty et al., 2018). When applied to MISTiC™, the algorithm produces an 

estimated water vapor AMV vertical distribution that reflects the expected added-value of the 

MISTiCTM strategy in terms of increased vertical resolution, being able to derive AMVs below 

400 hPa. This is a fundamentally unique feature of the MISTiC™ Winds strategy compared to 

those strategies currently in use with the modern global observing system. Ultimately, the 

algorithm presented here provides an idea as to how the MISTiC™ Winds AMV measurements 

will be distributed as a function of the constellation configuration. 
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