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Abstract:

A key aspect of large river basins partially neglected in large-scale hydrological models is river hydrodynamics. Large-scale
hydrologic models normally simulate river hydrodynamics using simplified models that do not represent aspects such as
backwater effects and flood inundation, key factors for some of the largest rivers of the world, such as the Amazon. In a previous
paper, we have described a large-scale hydrodynamic approach resultant from an improvement of the MGB-IPH hydrological
model. It uses full Saint Venant equations, a simple storage model for flood inundation and GIS-based algorithms to extract
model parameters from digital elevation models. In the present paper, we evaluate this model in the Solimões River basin.
Discharge results were validated using 18 stream gauges showing that the model is accurate. It represents the large delay and
attenuation of flood waves in the Solimões basin, while simplified models, represented here by Muskingum Cunge, provide
hydrographs are wrongly noisy and in advance. Validation against 35 stream gauges shows that the model is able to simulate
observed water levels with accuracy, representing their amplitude of variation and timing. The model performs better in large
rivers, and errors concentrate in small rivers possibly due to uncertainty in river geometry. The validation of flood extent results
using remote sensing estimates also shows that the model accuracy is comparable to other flood inundation modelling studies.
Results show that (i) river-floodplain water exchange and storage, and (ii) backwater effects play an important role for the
Amazon River basin hydrodynamics. Copyright © 2011 John Wiley & Sons, Ltd.

KEY WORDS large-scale hydrodynamic model; Amazon; flow routing; flood inundation

Received 4 April 2011; Accepted 10 November 2011
INTRODUCTION

River hydrodynamic modelling based on Saint Venant
equations is a subject that has been developed since the early
70s–80s, currently being part of the water resources
engineering practice. One-dimensional hydrodynamic
modelling packages are easily available, and some of them
have been applied in relatively large-scale problems (Lian
et al., 2007; Remo and Pinter, 2007; Biancamaria et al.,
2009; Paz et al., 2010), but their use within large-scale
distributed hydrological models, which also represent
rainfall-runoff processes, is uncommon.
Large-scale hydrological models normally have specific

modules for flow routing calculations. However, this type of
model generally represents river hydrodynamic processes in
a very simplified form. In a collection of large-scale
hydrological models described by Singh and Frevert
(2002), for instance, no single model had a hydrodynamic
flow routing module. Most large-scale hydrological models
use simplified forms of Saint Venant equations, in which the
dynamic equation (or momentum conservation equation) is
replaced by a simplistic relation between water volume
storage within a river reach and its outflow (Vorosmarty
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et al., 1989; Liston et al., 1994; Coe et al., 2008) or by
kinematic wave or Muskingum-type methods (Arora et al.,
1999; Collischonn et al., 2007; Decharme et al., 2008;
Beighley et al., 2009;Mauser and Bach, 2009; Dadson et al.,
2010; Getirana et al., 2010; Decharme et al., 2011). As a
consequence, important physical aspects of river hydraulics
are being ignored, notably backwater effects and looped
stage-discharge relations.
These issues are especially important in relatively flat

river systems, like the Amazon and its tributaries, where
the physical influence of sea tides can be identified more
than 1000-km upstream on the main river channel
(Kosuth et al., 2009), while the influence of the main
river over its tributaries was shown by Meade et al.
(1991). More recently, this importance was stressed by
Trigg et al. (2009) who say that: ‘Our investigations show
that the Amazon flood wave is subcritical and diffusive in
character and, due to shallow bed slopes, backwater
conditions control significant reach lengths and are
present for low and high water states’. A recent paper
by Tomasella et al. (2010) shows that timing differences
in hydrographs had a major impact on droughts of central
Amazonian rivers due to backwater effects. Recently,
to improve these aspects, more complex approaches
have been presented where the pressure term of
Saint Venant equations is introduced in a diffusion
(Yamazaki et al., 2011) and a hydrodynamic (Paiva et al.,
2011) based models.
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Another important issue in large-scale hydrological
modelling is the importance of floodplain inundation
(Alsdorf et al., 2007a; Bonnet et al., 2008; Alsdorf et al.,
2010) and its influence on flood propagation. This
fundamental aspect was recognized and included with
different levels of complexity in flow routing modules of
hydrological models: Beighley et al. (2009) estimated
floodplain equivalent widths using a geomorphological
equation and used it in a Muskingum Cunge model using a
composed-type cross section; Yamazaki et al. (2011) and
Paiva et al. (2011) consider that floodplains act as storage
areas where its bathymetry is extracted from Shuttle Radar
Topography Mission (SRTM) digital elevation model
(DEM) (Farr et al., 2007) at 30” and 15” (~1 km and
500m), river and floodplains have same water levels, and
models used 15” (~25 km) grid cell and 10-km river
discretization, respectively; Decharme et al. (2008) and
Decharme et al. (2011) also use a storage type model with
coarse 1o � 1o resolution (~100 km) with floodplain
bathymetry estimated by the HYDRO1 K DEM at 1-km
resolution, but represents the water exchange between river
and floodplains as function of river-floodplain water slope
and Manning’s equation; Coe et al. (2008) used a 2D
approach at 5-min resolution over the Amazon using
floodplain bathymetry from 1-km resolution SRTM data
set but forced results with a remote sensing based flood
extent mask from Hess et al. (2003). However, including
relatively complex modules to represent floodplain flows
within large-scale models, while keeping oversimplified
main channel flow routing methods, may be inadequate, as
suggested by Trigg et al. (2009), who emphasize that ‘it is
important to get the hydraulics of the main channel right
before tackling the more complex interactions with the
floodplain’.
All large-scale flow routing methods require geometric

information, such as river lengths, width and floodplain
geometry, where part is estimated based on DEMs and part
is treated as parameters. However, many of the simplified
flow routing models also use calibration parameters to
compensate the lack of physical representation, and these
have to be calibrated or tuned using observed discharge data.
Flow routing methods based on full Saint Venant equations
have a single parameter (Manning’s n), for which a
relatively narrow range of values is known from previous
applications of suchmodels and from published tables, as in
Chow (1959). Therefore, the later should be preferred due to
its expected higher predictive capability outside the
observed data range, such as extreme events and scenarios
of land use and climate change.
Saint Venant equations are solved for two variables at

each computational cross section: discharge (or velocity)
and water level height. Simplified models, on the other
hand, generally provide only discharge results, from which
water level heightmay be derived by further assumptions (e.
g. normal flow, rating curves, water slope parallel to bed
slope). Independent results of water level height are highly
desirable by several reasons: the knowledge of water levels
is more important than discharge for several applications
such as flooding alerts and navigation; water levels are
Copyright © 2011 John Wiley & Sons, Ltd.
increasingly being measured at a multitude of points thanks
to remote sensing (Frappart et al., 2006; Alsdorf et al.,
2007b; Durand et al., 2010). Results of flow routing
methods based on full Saint Venant equations can be
directly compared with water levels measured by remote
sensing, and in the future, these water levels may be useful
for data assimilation into the hydrological models, reducing
their uncertainty in applications such as real-time forecasts.
Finally, some of the simplified flow routing models have

been shown to be non-conservative, presenting volume
conservation errors exceeding 10% (Tang et al., 1999;
Perumal and Sahoo, 2008). This problem may be solved by
changing the numerical scheme, as proposed by Todini
(2007), but it is usually absent when full Saint Venant
equations with traditional numerical methods are used.
In a previous paper (Paiva et al., 2011), we have

described the introduction of a full hydrodynamic module
for flow routing within the MGB-IPH large-scale
hydrological model (Collischonn et al., 2007a). It is a full
physical-based model that simulates discharge, water level
and flood inundation, being prepared for large-scale
applications using GIS-based algorithms for parameter
extraction fromDEMs. In the present paper, we describe the
validation of this model in the Solimões/Amazon River
basin. The first goal is to validate model discharge results
against observations and compare this new methodology
with simplified flow routing algorithms represented by the
previous version of MGB-IPH. We also evaluate the
accuracy of water levels and flood extent. Then, we
investigate what physical processes have major influence
on the differences between the stream flow model results.

THE HYDROLOGICAL-HYDRODYNAMIC MODEL

The MGB-IPH model is described in Collischonn et al.
(2007) and Allasia et al. (2006). It is a large-scale
distributed hydrological model that uses physical and
conceptual equations to simulate land surface hydrologic-
al processes. It uses a catchment-based discretization and
the hydrological response units (HRUs) approach. The
simulated vertical hydrological processes include soil
water budget using a bucket model, energy budget and
evapotranspiration, interception, soil infiltration and run-
off computed based on the variable contributing area
concept and also subsuperficial and groundwater flow
generation. The flow generated within the HRUs of each
catchment is routed to the stream network using three linear
reservoirs representing the baseflow, subsurface flow and
surface flow. In the original version of the MGB-IPH,
streamflow is routed through the entire river network using
the Muskingum-Cunge (MC) method. Further details of
the MGB-IPH model characteristics can be found in
Collischonn et al. (2007), while some of the model
applications are presented by Collischonn et al. (2005),
Collischonn et al. (2008) and Getirana et al. (2010).
A new flow routing algorithm for MGB-IPH was

developed by Paiva et al. (2011). It is a limited data and
GIS based large-scale hydrodynamic modelling approach,
and it differs from the previous one by its capability of
Hydrol. Process. 27, 333–346 (2013)
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simulating flood inundation and backwater effects. The
model solves the full 1 D Saint Venant equations (Cunge
et al., 1980) for a river network with multiple confluences
using an implicit finite difference numerical scheme
similar to the Preissman scheme (Cunge et al., 1980) and
Gauss elimination procedure based on a skyline storage
method developed by Tucci (1978) and modified by Paiva
et al. (2011).
River reaches are discretized into sub-reaches, and the

hydraulic variables are computed at cross sections located
at both ends of the sub-reaches. The model also divides
the catchments into ‘floodplain units’, which are the
contributing areas to each sub-reach and are used for
flood inundation computations.
The flood inundation is simulated using a simple storage

model (Cunge et al., 1980), which assumes that (i) the flow
velocity parallel to the river direction is null on the
floodplain, (ii) the floodplains units act only as storage
areas, (iii) the floodplainwater level equals the water level at
the main channel and (iv) the floodplain lateral exchange
equals qfl= (dz/dt)Afl(z)/dxwhere x and t are spatial and time
dimensions and z is the river water level, and Afl(z) is the
flooded area inside a floodplain unit.
The computational river network and its parameters are

defined using automated procedures based on a DEM and
GIS algorithms (Paiva et al., 2011). River cross-section
geometry is approximated by a rectangular shape with
parameters width B and maximum water depth H estimated
using geomorphologic equations (presented in section 3.3).
River bottom level is estimated from the DEM considering
corrections to avoid errors due to vegetation and water level
effects. The algorithm delineates discrete ‘floodplain units’
for each sub-reach and extracts a z versus Afl curve from the
DEM corrected to avoid errors due to vegetation. Themodel
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Figure 1. Solimões River b
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also generates flood inundation results in terms of 2 D water
levels by a combination of 1 D hydrodynamic water level
outputs, the floodplain unit map and the DEM.
METHODS

The Solimões river basin

Solimões River is the main tributary of Amazon River
(Figure 1), and its drainage area equals 2.221.990 km2, i.e.
36% of the whole Amazon River basin. The basin has most
of its area in the Brazilian territory, but it also covers large
areas of Peru, Colombia and Ecuador. Land cover is
dominated by the rain forest. Solimões River drains a large
area of Peru, and lots of its tributaries come from theAndean
region. In the Brazilian part of the basin, relief is relatively
flat, and wide floodplains are found along the main rivers.
The main Solimões River tributaries in Brazil are Japurá
River from the left margin and Juruá and Purus Rivers from
the right.
The Solimões River basin was chosen because fluvial

hydraulics is the major control of the hydrological
processes. Flood wave travel time along Solimões River
and its tributaries is very long, being of the order of a
couple of months, as it can be seen in Paiva et al. (2011)
for Purus River. Large seasonally flooded areas are also
observed (Sippel et al., 1998; Hess et al., 2003), and
important backwater effects are present, as reported by
Meade et al. (1991) in Purus River.

Data

We used a 15” resolution DEM15s from Hydrosheds
(Lehner et al., 2006), which is based on the SRTM (Farr
et al., 2007). We also used the vector river network map
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provided by Agência Nacional de Águas (ANA) (ANA,
2006) to force the DEM using the AgreeDEM algorithm
(Hellweger, 1997) for using it in flow direction computa-
tions (Paiva et al., 2011). AHRUmapwithfive classes was
developed combining the ‘Vegetation Map of South
America’ (Eva et al., 2002) and a soil map based
on RADAMBRASIL(1982) and SOTERLAC/ISRIC
(Dijkshoorn et al., 2005) for areas outside Brazil. The
National Centers for Environmental Prediction/National
Center for Atmospheric Research (NCEP/NCAR) reanaly-
sis (Kalnay et al., 1996) was used as the model
meteorological forcing. We used daily precipitation data
from rain gauges provided by ANA, but NCEP reanalysis
on rainfall data was used in areas outside Brazil because rain
gauge data are very scarce in such regions. The model was
validated using daily discharge and water level data from 32
and 35 stream gauges, respectively (Figure 2). Flood extent
results were also comparedwith the dual-seasonmapping of
wetland inundation developed by Hess et al. (2003) using
JERS-1 SAR data for two time period - 1996 highwater and
1995 low water periods.

Model construction

The model discretization into river reaches, catch-
ments, hydrodynamic computational cross sections and
parameter estimation was done using the DEM and GIS-
based algorithms described in Paiva et al. (2011). The
Solimões river basin was divided into 2083 river reaches
and catchments, with a mean drainage area of 1066 km2.
Model simulations were limited mostly to the Brazilian
part of the Solimões river basin due to scarce gauge
precipitation data outside Brazil and also some uncer-
tainty about reanalysis or remote sensing rainfall
estimates. Considering the objectives of this paper, it
should be better to simulate a smaller area than to have
uncertainty in the results due to large precipitation errors.
Figure 2. Stream gauge stations used for model validation using discharge da
data. The two black rectangles are the stream gauges used for discharge bo

Copyright © 2011 John Wiley & Sons, Ltd.
Therefore, observed discharge data from gauges 1
(11400000) and 18 (12845000) were used as a boundary
condition for Solimões and Japurá rivers at the border of
Brazil with Peru and Colombia, respectively (Figure 2).
These two rivers drain most of the area of the basin that is
outside Brazil. Since there is no discharge data available
in the other rivers crossing the Brazilian border, there are
still small areas outside Brazil that are simulated using
rainfall from the NCEP reanalysis. We also used observed
water level as a downstream boundary condition in the
confluence of Solimões and Negro Rivers.
In high slope reaches, the flood waves can be

approximated by a kinematic wave. In order to avoid
high computational efforts, some of the reaches were not
simulated with the hydrodynamic model (HD), the MC
model being used instead. River reaches simulated with
the HD model were selected using the following criteria,
as described in Paiva (2009): (i) slope lower than 20 cm/km,
based on Ponce (1989) criteria for applicability of
kinematic wave models; (ii) presence of large floodplains
using DEM inspection; (iii) river reaches downstream to the
two boundary conditions on the Brazilian border; (iv)
continuity of the HD river network. As a result, 40% of the
catchments were simulated using the HD model.
River reaches were then discretized considering the

distance between two computational cross sections Δx =
10 km, based on the criteria of the HD numerical scheme
performance (Cunge et al., 1980; Castellarin et al., 2009;
Paiva et al., 2011). The resulting simulated system is
composed by 432 river reaches, 2492 computational cross
sections, 195 confluences and 196 upstream boundary
conditions. Temporal discretization for both HD and MC
models is Δt = 3600 s, based on Courant criteria.
Geometric parameters of the computational cross

sections, i.e. river width B [m] and maximum water
depth H [m], were estimated as a function of the drainage
ta (black crosses), water level data (black triangles) and both (grey circles)
undary conditions of the model at the Brazilian border (see section 3.3)

Hydrol. Process. 27, 333–346 (2013)
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area Ad [km2], using the following geomorphologic
equations: B = 0.8054Ad0.5289 and H = 1.4351Ad0.1901

(Paiva et al., 2011). Only for Solimões River we used a
river width based on satellite image and equal to 3 km.
The MGB-IPH model parameters were calibrated

against discharge data using the MOCOM-UA
optimization algorithm (Yapo et al., 1998) and the
following approach. Model runs used the MC model for
flow routing to avoid high computational effort. The
average of the statistics ENS, ENSlog and ΔV (described in
the next section) from streamflow stations, considering
the 1986 to 2005 period, were used as objective functions.
We also used only 13 stations located on the upper part of
Purus and Juruá Rivers, where river reaches were not
selected for hydrodynamic modelling (Figure 3). We
calibrated four parameters in each of the five model
HRUs, and also three parameters related to surface,
subsurface and base flow within the catchments, giving
rise to a total of 23 parameters. Then, these parameters
were used in the whole Solimões River basin, and model
results were validated using downstream streamflow
gauges. Note that the parameters related to the MC and
HD models were not calibrated, and we used Manning
Figure 3. Nash and Sutcliffe index (a) and delay index (b) for discharges on
stream gauge stations. Calibration gauges are drawn in black rectangles,
validation gauges in grey triangles and discharge boundary conditions in

black circles. Upper (lower) values are from HD (MC) model runs

Copyright © 2011 John Wiley & Sons, Ltd.
coefficient n = 0.030, mean effective vegetation height to
correct the DEM Hveg= 17m, and parameters related to
river bottom level estimation itmax = 5000, a = 0.8, b= 1.0
(Paiva et al., 2011). Calibration was performed only
against discharge data of the upper part of the Purus and
Jurua river basins (Figure 3). Discharge data from other
gauges, water level data and flood extend data were used
only in model validation.
Model performance statistics

River discharge results were compared with observations
using some statistics commonly used in hydrological
modelling studies: (i) Nash–Suttcliffe coefficient ENS (Nash
and Sutcliffe, 1970); (ii) log-Nash–Suttcliffe coefficient
ENSlog (Collischonn et al., 2007), i.e. ENS computed using a
logarithm transformation on discharge time series to focus
on low flows; (iii) and relative biasΔV [%].We also used an
index to measure errors related to time delay between
simulated and observed hydrographs. We call it ‘delay
index’ DI [days], and it is computed using the cross
correlation functionRxy(m) from simulated (x) and observed
(y) discharge time series. TheDI equals the value of the time
lag m where Rxy(m) is maximum.
Water level results were not directly compared with

observations since observedwater level data are based on an
arbitrary datum. The following correction was used for both
observed and simulated water levels to keep these in the
same reference: yt ¼ zt � �z, where yt is the corrected water
level, z is the original water level, �z is the average value of
the z time series and t denotes the time interval. Then, the
corrected observed and simulated water levels were
compared using ENS, DI and the correlation coefficient R.
We also measured the water level amplitude error A’. Water
level amplitude A is defined here as the difference between
the 95% and 5% water level percentiles, and the amplitude
error is defined asA’=100.(Acalc-Aobs)/Aobs, whereAcalc and
Aobs are the simulated and observed water level amplitudes.
Simulated flooded area extent in a given time interval

were compared with observations using the following
classical skill scores for forecast verification of discrete
variables (Wilks, 2006): the threat score (TS) to measure
the model accuracy (equal to the index used to test flood
inundation models by Horritt and Bates, 2002; and Horritt
and Bates, 2001, the bias index (BIAS), the false alarm
ratio (FAR) to measure the fraction of simulated flooded
areas that are incorrect and the missed flooded areas ratio
(MFR) to measure the fraction of observed flooded areas
that are not predicted by the model. Those scores are
determined using the following relations

TS ¼ a

aþ bþ c
;BIAS ¼ aþ b

aþ c
;

FAR ¼ b

aþ b
;MFR ¼ c

aþ c

(1)

where a is the total flooded area that is both observed and
predicted, b is the predicted but not observed flooded
Hydrol. Process. 27, 333–346 (2013)
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area, c is the observed but not predicted flooded area and d is
the nonflooded area that is both observed and predicted.
RESULTS AND DISCUSSION

Hydrodynamic versus Muskingum-Cunge

In this section, we evaluate if the large-scale hydro-
dynamic modelling approach developed in Paiva et al.
(2011) is able to provide accurate streamflow results and
if it is better than simplified flow routing algorithms. We
compare the results of two model runs, one using the MC
model and the other the HD.
First, we show in Table I results from the calibration of

the MGB-IPH model parameters. Mean values of ENS,
ENSlog, ΔV and DI are 0.56, 0.62, 13% and �0.5 days,
respectively. Model performance is worst in the uppermost
part of Purus and Juruá Rivers (Figure 3). However, the
errors are smaller at the downstream gauges, e.g. the average
ENS of the four lower gauges equals 0.67. The DI index is
very low for all gauges. Model performance in calibration is
comparable to othermodelling studies in theAmazon region
using MGB-IPH (e.g. Collischonn et al., 2008) and can be
considered sufficient for the objectives of this study.
Validation results were first evaluated in Purus and

Juruá Rivers. Hydrographs in upper Purus and Juruá
Rivers are noisy and not regularized, and, as flood waves
travel downstream, they get very attenuated and delayed,
and hydrographs are smoother (Figure 4). That is
probably due to water storage into floodplains, which is
in accordance to Wong and Laurenson (1983), who report
the reduction on flood wave celerity due to river overflow.
Results of both model runs are similar in the upstream

part of Juruá and Purus Rivers (Figures 3 and 4). The ENS

index for theHD/MC runs equals 0.65/0.63 and 0.85/0.85 in
gauges 10 (12520000) and 34 (13710001), the uppermost of
Juruá and Purus Rivers, respectively, while DI indexes are
low and equal�2/-4 and 1/-2 days. That is possibly because
the overland flow propagation within catchments dominates
hydrographs characteristics. However, as the flood wave
travels downstream, MC results deviate from observations,
Table I. Model performance statistics for discharge on the stream
gauges used for model calibration

ID Gauge code River ENS ENSlog ΔV(%) DI(dias)

8 12370000 Juruá 0.57 0.60 17.4 0
9 12500000 Juruá 0.58 0.57 24.2 �3
11 12530000 Gregório 0.20 0.22 29.5 1
13 12600001 Tarauacá 0.38 0.67 29.6 0
14 12650000 Envira 0.68 0.74 2.8 0
15 12680000 Tarauacá 0.68 0.78 18.9 �1
25 13180000 Purus 0.57 0.65 �1.5 0
26 13300000 Iaco 0.50 0.68 �15.6 0
27 13405000 Caeté 0.63 0.39 2.9 0
28 13410000 Purus 0.72 0.77 8.8 0
29 13470000 Acre 0.45 0.61 2.9 0
30 13550000 Acre 0.65 0.70 8.8 0
31 13600002 Acre 0.71 0.68 5.1 �1

Copyright © 2011 John Wiley & Sons, Ltd.
and the differences between HD and MC runs are
accentuated (Figures 3 and 4). The HD model is capable
to simulate the flood wave attenuation and delay, while MC
hydrographs are wrongly noisy and in advance. In the most
downstream gauges of Juruá and Purus (17/12840000 and
40/13880000), ENS equals 0.87 and 0.91 in the HD run,
respectively, and in MC run, it decreases to 0.67 and 0.79.
Floodwaves simulated byMCmodel at the same gauges are
also 19 days in advance, which is a large delay if compared
with the flood wave travel time (~ 1 to 2 mouths), while DI
indexes are low on the HD model run (1 and �5 days).
The Solimões River hydrograph has expressive

regularization in the border between Brazil and Peru, and
the flood wave takes 1 or 2months to reach its confluence
with Negro River, close to the Manacapuru gauge station
(gauge 47/14100000). The hydrograph in this gauge
(Figure 4) reveals that the performance of the HD model
is excellent in Solimões River: the ENS and ENSlog indexes
are high, both equal to 0.88; the DI index is 5 days, i.e.
insignificant if compared to the flood wave travel time of
Solimões River; the bias is small (ΔV=�4.1%). In contrast,
errors in MC model results are very large (Figure 4): the
flood wave is very advanced (DI=�46 days); the ENS and
ENSlog equal 0.08 and �0.04, pointing to a very poor MC
model performance.
Table II presents the model performance statistics of the

MC and HD model runs for each stream gauge station.
Mean values ofENS,ENSlog,ΔV andDI for theHDmodel are
0.78, 0.77, 9.7 % and 3.5 days, respectively, pointing to
good model performance (similar to other modelling
studies in the Amazon such as Collischonn et al., 2009).
Differences between both models are pronounced, and the
model performance of the MC model is worse (ENS=0.69,
ENSlog=0.71, DI= 9.8 days). Table II shows that the HD
model performed better in terms of ENS, ENSlog, and DI
indexes in 11, 11 and 14 gauges, respectively, while theMC
model in only 2, 2, and 3 gauges.

Validation of water level results

In this section, we evaluate if the large-scale hydro-
dynamicmodelling approach is able to simulate water levels
with accuracy. Results from theHD runwere comparedwith
observed water levels from 35 stream gauge stations (e.g.
Figure 5). These are grouped according to their location: (1)
small tributaries of Solimões River; (2) tributaries of Purus
River and Japurá River; (3) main Solimões tributaries,
namely Purus, Juruá and Jutaí; and (4) Solimões River. We
verified the overall model accuracy (ENS index) and
investigated if the model is able to reproduce the amplitude
of variation ofwater levels (A’ index) and the timing offlood
waves (DI index).
The best model accuracy occurs in Solimões River (see

Figure 6). The R and ENS indexes are elevated on its six
validation sites (mean values are R= 0.98 and ENS= 0.95).
Mean values of A’ and DI are low (A’ = 10% and
DI=3 days) and show that themodel is accurate to represent
the water level amplitude (Aobs = 10.4m) and timing
(Figure 5, gauge 7). Model results were also accurate in
the main tributaries of Solimões River (group 3), as
Hydrol. Process. 27, 333–346 (2013)
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Figure 4. Observed (grey line) and simulated (black line) daily discharges in five stream gauges of the Solimões River Basin in the 1986 to 1991 time
period. Figures from the left (right) present results from the MC (HD) runs
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illustrated in Purus River (Figure 5, gauge 45). Mean model
performance statistics were R=0.94, ENS=0.83, A’=19%
and DI=4 days.
Table III shows that in terms of overall model accuracy

(ENS index), large errors are concentrated in small rivers
(groups 1 and 2). Errors may be due to uncertainty in
meteorological forcing, in accordance with Nijssen and
Lettenmaier (2004) that showed for a large-scale
hydrological model that errors in precipitation cause
larger errors in simulated stream flow in small drainage
areas, and these errors decreased as basin area increases.
However, the following discussion shows that errors in
river geometry play an important role. Small tributaries of
Copyright © 2011 John Wiley & Sons, Ltd.
Solimões River (group 1) present the largest values of DI
index (DI = 42 days) and smaller correlation coefficient
(R= 0.61), indicating that the error in timing causes small
ENS values (ENS= 0.05), as illustrated in Figure 5, gauge
23. These rivers are located in the central Amazon plain,
and their water levels are possibly controlled by both
upstream flow and Solimões backwater effects. Errors in
river bottom level estimates could give rise to errors in the
extension of backwater effects and in the timing of flood
waves. In contrast, gauges located in smaller Purus river
tributaries present small DI values (DI = 5 days) but
concentrate the largest errors in amplitude (A’ = 67 %),
giving rise to small ENS values (ENS= 0.40). In these
Hydrol. Process. 27, 333–346 (2013)



Table II. Model performance statistics for discharge on the stream gauges used for model validation

ID Gauge code River

ENS ENSlog DI(days) ΔV(%)

MC HD MC HD MC HD -

32 13650000 Acre 0.63 0.62 0.75 0.75 1 5 �12.1
38 13849000 Ituxi 0.72 0.72 0.75 0.76 �6 �4 �24.0
10 12520000 Juruá 0.63 0.65 0.57 0.57 �4 �2 24.4
12 12550000 Juruá 0.52 0.55 0.65 0.66 �3 5 28.0
16 12700000 Juruá 0.81 0.88 0.79 0.82 �8 3 3.4
17 12840000 Juruá 0.67 0.87 0.77 0.84 �19 1 9.6
4 12100000 Jutaí 0.75 0.75 0.67 0.67 �1 0 1.7
5 12200000 Jutaí 0.77 0.83 0.81 0.85 �9 �5 �0.1
42 13886000 Mucuim 0.76 0.74 0.78 0.75 �19 17 �3.4
35 13740000 Pauini 0.79 0.79 0.72 0.72 0 1 1.8
34 13710001 Purus 0.84 0.84 0.78 0.79 �2 1 9.0
36 13750000 Purus 0.87 0.89 0.87 0.89 �4 �1 �0.9
39 13870000 Purus 0.83 0.92 0.84 0.90 �14 �3 5.1
40 13880000 Purus 0.79 0.91 0.82 0.91 �19 �5 �4.7
3 11500000 Solimões 0.92 0.94 0.91 0.93 �4 0 �6.1
47 14100000 Solimões 0.08 0.88 �0.04 0.88 �46 5 �4.1
21 12880000 Tefé 0.40 0.49 0.57 0.45 �8 2 26.4

Mean 0.69 0.78 0.71 0.77 9.8 3.5 9.7
90% 0.85 0.91 0.85 0.90 19.0 5 25.2
50% 0.76 0.83 0.77 0.79 6.0 3 5.1
10% 0.47 0.59 0.57 0.62 1.0 0 1.4
Nb 2 11 2 11 3 14 -

a Statistics computed from absolute values for the indexes DI and ΔV.
b Number of gauges where the respective model performed better than the other.
c Bold values indicate better model performance when comparing MC and HD model runs for each gauge and each index.

1986 1987 1988 1989 1990 1991
−8

−6

−4

−2

0

2

4

Gauge 7 (12351000), E
NS

 = 0.97, R = 0.98, DI = 1 days, A’ = 0 % 

y 
[m

]
y 

[m
]

1986 1987 1988 1989 1990 1991

−5

0

5

Gauge 45 (13980000), E
NS

 = 0.92, R = 0.96, DI = 10 days, A’ = −1 %

y 
[m

]

1986 1987 1988 1989 1990 1991

−4

−2

0

2

4

Gauge 23 (13100000), E
NS

 = 0.24, R = 0.79, DI = 29 days, A’ = 54 %

1986 1987 1988 1989 1990 1991

−5

0

5

Gauge 35 (13740000), E
NS

 = 0.60, R = 0.91, DI = 1 days, A’ = −52 %

y 
[m

]

Figure 5. Observed (grey line) and simulated (black line) daily water levels in four stream gauges of the Solimões River basin in the 1986 to 1991 time period
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rivers, water levels are controlled mainly by upstream
flow and river cross-section geometry. In many cases,
discharge may be well represented even with errors in
water levels due to uncertainty in cross-section geometry.
This can be seen by the results that show for these sites
observed and simulated water levels highly correlated
(R = 0.93) but large amplitude errors (Figure 5, gauge 35),
which indicates that model errors are due to the
uncertainty of the cross-section geometry (e.g. river
width).
Copyright © 2011 John Wiley & Sons, Ltd.
Model performance is good in larger rivers, and the
uncertainty observed in smaller rivers results from errors in
river geometry. However, the overall model performance
can be considered good, since in 50% of the validation sites,
R> 0.94, ENS> 0.81, A’< 23% and DI< 4 days.
Validation of flooded area results

Simulated flood extent was validated against remote
sensing estimates fromHess et al. (2003) (Figures 7b and 8b).
Hydrol. Process. 27, 333–346 (2013)



Figure 6. Nash and Sutcliffe index ENS (a), delay index DI (b) and
amplitude error A’ (c) for water levels on stream gauge stations
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We considered it as the ‘true’ flood extend and computed
model errors by comparing it with the simulated flood extent
for Oct15-1995 andMay15-1996 (Figures 7a and 8a). Model
flood inundation and comparisons were computed in a 15”
(~500m) resolution grid. We also present an error
map showing areas were correctly predicted flooded or
Copyright © 2011 John Wiley & Sons, Ltd.
nonflooded areas of the model and also flooded areas
predicted as nonflooded or nonflood areas predicted as
flooded.
The model was able to represent the high water flood

extent (Figure 7), showing agreement with observations
in the floodplains of Solimões, Purus, Japurá and other
major tributaries: simulated flood extent is 19% lower
than the observed one; TS is larger (TS = 0.70) than
presented in other flood modelling studies (Horritt and
Bates, 2001; Horritt and Bates, 2002); and false alarm
ratio is low (FAR= 0.08). Most errors are found in the
upstream Jutaí and Juruá Rivers, where the model did not
predict the observed inundation. Actually, MFR indicates
that 26% of the observed flooded areas are not predicted.
Model performance is worse in low water periods, as

indicated by a lower TS index (TS = 0.34) and Figure 8.
The model correctly predicts flooded areas inside large
rivers. However, there are permanent flooded areas
(marginal lakes) in Purus and Juruá floodplains that are
not predicted, and consequently the MFR index is
elevated (MFR= 0.42). There are also errors in flood-
plains of Solimões and Japurá Rivers, where flood extent
is overestimated. Consequently, 55% of model flooded
areas are incorrect, and the model overestimates observed
flood extent in 30%.
Flood extent errors of the model, mainly in low water

period, are possibly due to uncertainty in some of model
parameters such as river bottom level and width,
vegetation height used to correct the DEM and also
errors in the DEM. Large errors are found in Japurá
floodplains, where water levels also present large errors in
amplitude due to the underestimation of the cross-section
width. Errors in low water period may also be due to the
model assumption that the floodplain water level equals
the water level at the main channel, since in reality, as
river water levels fall, the connection between river and
marginal lakes can be over, and the lakes will stop to
empty. Other source of errors can be uncertainty in
remote sensing flood extend estimates. According to Hess
et al. (2003), user’s accuracy at high water is 94% for the
flooded class and 76% for the nonflooded class, while at
low water, user’s accuracy is 84% for flooded and 89%
for nonflooded.
We also evaluated combined high and low water results.

In this case, the model underestimated only 10% the total
flooded area, only 20% of the predicted flood is incorrect
and 29% of observed flood is missed by the model. Model
accuracy (TS= 0.60) is comparable to otherflood inundation
modelling studies (e.g. Horritt and Bates, 2001; Horritt and
Bates, 2002) and according to BIAS, model performance is
similar or better than othermodelling studies in theAmazon,
e.g. Coe et al. (2008) overestimate in 30% the Hess et al.
(2003) high water flood extent; Yamazaki et al. (2011)
overestimate in 0.4% (3%) the Hess et al. (2003) high (low)
water flood extent but greatly overestimates the multi-
satellite observation flood extent by Prigent et al. (2007);
while Decharme et al. (2011) greatly underestimates the
multisatellite observation flood extent in the Amazon by
Prigent et al. (2007).
Hydrol. Process. 27, 333–346 (2013)



Table III. Model performance statistics for water levels on the stream gauge stations

ID Gauge River R ENS A’ (%) Aobs (m) DI [days]

20 12870000 (1) Auati-Paraná 0.26 �0.21 �24 9.52 71
23 13100000 (1) Coari 0.79 0.24 54 5.16 29
2 11444900 (1) Içá 0.49 �0.57 32 6.51 �51
21 12880000 (1) Tefé 0.89 0.74 8 5.35 15

Mean 0.61 0.05 30 6.64 42
32 13650000 (2) Acre 0.86 0.43 �70 12.19 5
37 13840001 (2) Ituxi 0.93 0.39 �75 12.27 �1
38 13849000 (2) Ituxi 0.94 0.58 �61 12.73 �5
41 13885000 (2) Mucuim 0.94 0.83 �24 5.91 6
35 13740000 (2) Pauini 0.91 0.60 �52 10.84 1
42 13886000 (2) Tapaua 0.93 0.27 84 7.62 16
18 12845000 (2)Japurá 0.99 �0.14 103 7.69 1
19 12850000 (2)Japurá 0.92 0.26 70 6.53 8

Mean 0.93 0.40 67 9.47 5
6 12230000 (3) Bia 0.89 0.79 �15 4.05 1
10 12520000 (3) Juruá 0.89 0.67 �36 10.56 �2
12 12550000 (3) Juruá 0.94 0.84 �17 13.08 2
16 12700000 (3) Juruá 0.94 0.79 �30 14.85 2
17 12840000 (3) Juruá 0.94 0.84 �14 13.17 4
4 12100000 (3) Jutaí 0.89 0.58 �53 8.37 0
5 12200000 (3) Jutaí 0.92 0.85 �5 6.26 �4
28 13410000 (3) Purus 0.89 0.79 �17 11.57 1
33 13700000 (3) Purus 0.94 0.80 �32 13.52 1
34 13710001 (3) Purus 0.94 0.81 �31 13.36 1
36 13750000 (3) Purus 0.95 0.84 �27 15.52 0
39 13870000 (3) Purus 0.97 0.88 �17 15.80 0
40 13880000 (3) Purus 0.96 0.90 �6 15.74 8
43 13955000 (3) Purus 0.94 0.88 �15 13.87 15
44 13962000 (3) Purus 0.95 0.90 �4 12.27 14
45 13980000 (3) Purus 0.96 0.92 �1 11.14 10
46 13990000 (3) Purus 0.97 0.95 �4 10.51 7

Mean 0.93 0.83 19 11.98 4
1 11400000 (4) Solimões 0.99 0.98 �7 9.77 2
3 11500000 (4) Solimões 0.98 0.97 �4 10.00 2
7 12351000 (4) Solimões 0.98 0.97 0 9.86 1
22 12900001 (4) Solimões 0.97 0.91 �15 10.88 2
24 13150000 (4) Solimões 0.97 0.89 �23 10.52 4
47 14100000 (4) Solimões 0.98 0.95 �10 11.25 4

Mean 0.98 0.95 10 10.38 3
Mean 0.90 0.66 30 10.52 8
90% 0.98 0.95 70 14.46 16
50% 0.94 0.81 23 10.84 4
10% 0.87 0.25 4 6.05 1

a Statistics computed from absolute values for A’ and DI.
b Indexes marked in bold indicate the 25% worst values
c Stream gauge stations are grouped according to their location: (1) small tributaries of Solimões River; (2) tributaries of Purus River and Japurá River; (3) main
Solimões tributaries, namely Purus, Juruá and Jutaí; and (4) Solimões River
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Flood inundation versus backwater effects

In this section, we investigate the cause of the large
differences between discharge results from HD and MC
models. The main differences between basic model
Table IV. Model performance statistics for flood extent: threat
score (TS), missed flooded areas ratio (MFR), false alarm ratio

(FAR) and bias index (BIAS)

Time period TS MFR FAR BIAS

High water 0.70 0.26 0.08 0.81
Low water 0.34 0.42 0.55 1.30
All 0.60 0.29 0.20 0.90

Copyright © 2011 John Wiley & Sons, Ltd.
equations is that the HD considers (i) exchange (qfl) and
storage of water in floodplains and (ii) backwater effects
trough the pressure term in the dynamic equation of the
Saint Venant model. We discuss the importance of each of
these factors on Amazon River hydraulics. Results of three
model runs using different flow routing algorithms are
analyzed: HD run - hydrodynamic model; MC run -
Muskingum-Cunge model; HD’ run - hydrodynamic model
without exchange and storage of water on floodplains.
The simple comparison of hydrographs in large rivers of

the three model runs (Figure 9) shows that the HD’ results
are very similar to the MC results, inducing one to conclude
that flood waves are more affected by floodplain storage
than by pressure term.
Hydrol. Process. 27, 333–346 (2013)
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(a) simulated water depth, (b) flood extent estimates by Hess et al. (2003) and
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However, further analysis indicates that the pressure
term plays an important role on floodplain storage.
Figure 10 shows discharge and water level results of the
HD and HD’ runs in a small tributary of the Solimões
River. Discharge in the HD run is much correlated to the
water level derivative @z/@t and not correlated to the
water level. When the water level in Solimões River rises
Copyright © 2011 John Wiley & Sons, Ltd.
(falls), discharge on the tributary decrease (increase) and
its floodplain store (release) water. This indicates that
discharge is controlled by Solimões River backwater
effects and not by its upstream catchment flood. Figure 10
also shows that when floodplain is not present, river
discharge is correlated with water levels and controlled by
upstream hydrology.
Hydrol. Process. 27, 333–346 (2013)
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Figure 11. Correlation coefficient R between Q and @z/@t on model
computational cross sections
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We calculated the correlation between Q and @z/@t for
each computational cross section to map this behavior
(Figure 11). Negative correlations indicate that discharges
are controlled by water levels of a downstream large river
and backwater effects. Positive correlations do not
indicate that backwater effects are not present, but that
discharge is controlled mainly by upstream flood waves.
Correlations on HD’ runs (not shown here) are all positive
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and point that without the floodplains, backwater effects
on discharge are less important. In contrast, correlations
from HD run are negative in most tributaries of large
rivers (Figure 11) and increase close to their confluences.
Yamazaki et al. (2011) performed similar experiments in

the Amazon comparing a kinematic wave based without
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floodplains (NoFLD), a kinematic wave (FLD+Kine) and a
diffusion wave (FLD+Diff) with floodplains models, the
latter considering the pressure term. Results in Óbidos show
that, in accordance with our results, hydrographs from the
NoFLDmodel are noisy and in advance. Hydrographs from
FLD+Kine and FLD+Diff experiments fitted observations
in Óbidos. However, hydrological regime from FLD+Kine
and FLD+Diff is different in the major tributaries and is
better represented when the pressure term is included.
Besides, kinematic wave solution generated unrealistic
water surface profiles, with negative slopes in some cases
and the diffusive model provided better representation of
flood extent.
The analyses show that both pressure term and backwater

effects play an important role in floodplain storage and river
discharge and are important in river hydrodynamics of the
Solimões basin.
CONCLUSIONS

A model for large-scale hydrodynamic modelling devel-
oped in Paiva et al. (2011) was evaluated in the Solimões
River basin. It is a limited data and GIS based large-scale
hydrodynamic modelling approach, resultant from an
improvement of the MGB-IPH model (Collischonn et al.,
2007). The main differences of the large-scale HD against
classical simplified flow routing algorithms are that it (i)
represents backwater effects and floodplain storage; (ii) is
full physic based; and (iii) provides additional output
variables such as water level and 2 D flood inundations, in
addition to discharge results.
Results show that the HD provides accurate discharge

results and performs better than simplified flow routing
algorithms represented by the MC model. Flood waves of
Solimões River and its main tributaries are very attenuated
and delayed, a behavior well represented by the HD model,
contrasting with results from the MC approach, which
provided hydrographs wrongly noisy and in advance.
The model is able to simulate the observed water levels

with accuracy, representing their amplitude of variation and
timing. Model accuracy is better in large rivers, and most of
the errors concentrate in small rivers, possibly due to
uncertainty in river geometry. Validation of the model flood
extent results show that model performance is better in the
highwater period and some errors are found in the lowwater
period. The overall model accuracy is comparable with
other flood inundation modelling studies. Analyses suggest
that the large-scale hydrodynamic modelling approach can
be used for water levels and flood extent simulations.
We also investigate the cause of the large difference

between the stream flow results of the HD and MC models.
Results show that (i) river-floodplain water exchange and
storage; and (ii) the pressure forces and backwater effects
play an important role for the Amazon River hydrodynamics,
namely the large travel times and the attenuation of its
flood waves.
The proposed model uses a relatively complex and

complete approach for river hydraulics modelling and a
simplistic model for simulating floodplains. This model is
Copyright © 2011 John Wiley & Sons, Ltd.
aimed at providing discharge, water level and flood extent
results at a large scale, by simulating translation and diffusion
of flood waves, backwater effects and the influence of
floodplain storage onfloodwaves. Thisfloodplainmodelling
approach intents/tries to overcome the currently restrictions
concerning computational resources and topography infor-
mation of the floodplains, being oriented to large-scale
applications and not for studying smaller scale floodplain
hydraulics. Although having some restrictions, the model
showed to be able to provide relatively accurate discharge,
water level and flood extent results.
A full comparison of the performance of the model

presented here with other recently developed models is
difficult due to differences in forcing data and methods and
data used in validation, etc. Still, we performed a detailed
validation in terms of number of stream gauges, and
performance showed to be similar or in some cases than
other modelling studies in the Amazon. Moreover and more
importantly, the analyses show that (i) backwater effects and
floodplain processes play an important role for large-scale
stream flow routing and inundation dynamics in the
Amazon and possibly in other global large rivers and (ii)
that a physic-based approach based on full Saint Venant
equations may be feasible for large-scale applications,
indicating that these features should be included in large-
scale flow routing models.
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